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Introduction

The objective of the SEESCOA case study is to:

· Reproduce in a controlled environment a representative number of situations observed during the various interviews with members of the embedded systems user group;

· Have an operational environment in which to experiment with methods and tools that are conventionally  used to develop embedded systems;

· Have full access to a real life embedded system in an operational setting in order to evaluate a high level development system (e.g. Java based) and a software architecture based methodology;

· Present a show-case in which to illustrate the results from the project to the embedded systems community

At the same time we would like to invest in a case study which, in a commercial setting, would make sense. That is, given the proper context, this development could lead to a prototypical product.
Video surveillance systems

This kind of system would seem to be an ideal subject for a case study as set out in the introduction. The physical components seem readily available over the counter, i.e. cameraÕs, recording equipment, monitoring stations, interconnection network etc. As a matter of fact, a setup using ordinary webcameraÕs, PCÕs and the internet is at a very reasonable lower end of the spectrum of products that we envisage.

Conventional, commercially available video surveillance systems can hardly be called smart. In fact, they tend to consist of a closed circuit TV (CCTV) network with generally very poor intelligence in the cameraÕs and most of the control centralized in the monitoring station. Remote control of some elementary functions (zooming, panning) is typically available. The more sophisticated systems perform bandwidth optimization (communication and/or recording) by applying compression techniques, using motion detection, etc.

Recent developments allow for the use of wireless communication, i.e. involving camera units that can be repositioned on very short notice by human intervention, without requiring reconfiguration of a physical interconnection network.

It is our conjecture that this relative lack of intelligence in existing video surveillance systems offers an excellent opportunity to define an case that has sense from a project perspective, but which might ultimately constitute a meaningful commercial venture.
A smart video surveillance system

Consider a system consisting of pluggable nodes, i.e. physical units that can be configured dynamically (hot plugged) in a network that supports a variety of protocols. At this stage we limit ourselves to commercially available communication interfaces and do not consider this issue as very relevant in the case study. Initially we will consider camera nodes, monitoring nodes and archival nodes, although our architecture should provide a framework for extension of the node concept (e.g. security nodes).

Every camera node should be aware of its identity and its location/orientation. Our architecture should provide for procedures to keep this information consistent (including access to a GPS system). It should have access to a model of its immediate physical surroundings and also a means to determine its position relative to other nodes in the system. These nodes are implemented as a software component that constitutes a generic Java framework that is suffciently open to accept a variety of communication protocols, image compression techniques, camera operation modes, peripheral input/output extensions (audio communication, access contro, etc.) and geographical algorithms. The latter represent the real intelligence of the system; they can be used to implement guarantees for spatial coverage, elimination of redundancy, spatial reconstruction etc. Interpretation of movement would seem to be too ambitious a task at this stage.

A camera node should provide the necessary wrappers and interfaces to integrate available image processing utilities. It is not the objective of this project to investigate image handling; we will reuse existing software on the market. It will be an excellent example of integrating legacy components.

The other nodes (e.g. monitoring  and archival nodes) are straightforward; they implement user interfacing and data persistency requirements. A less than obvious experiment would involve a symbolic visualization of the space observed by a given camera; this would require the representation in virtual space of a pre-established domain, and the merging in real time with digital images transmitted by the camera.

For all practical purposes, a smart video surveillance system as proposed here constitutes a network of collaborating software agents. Each node is indeed a self-contained unit, exhibiting the persistency and autonomy of a proper agent; mobility would be another useful feature (consider fault tolerance and automatic reconfiguration) but is beyond the scope of this case.

So we have on the one hand a configuration of all the proper hardware components that one expects in a video surveillance system, while on the other hand we propose a sophisticated software system, built according to current software engineering practice. This does seem a proper setting in which to explore the main tenets of the SEESCOA project.
A no frills experiment

We would first advocate the elaboration of an empty smart video surveillance system, i.e. bare of any of the modules that render it smart. It should contain all of the hooks and stubs to extend it into any of the directions mentioned in the above section. We would then consider exploring this system in a limited number of its dimensions of variation. An obvious challenge is the notion of equipping a camera node with symbolic processing capabilities (and the potential of exchanging sophisticated symbolic information with the monitoring node). At this stage, the interpretation of digital images in a 3D model of a pre established environment (e.g. based on building plans) seems a true challenge.

