THE FALLACY OF THE NULL-HYPOTHESIS SIGNIFICANCE TEST
(1960)

William W. Rozeboom
St. Olaf College

Firgt published in Psychological Bulletin, 57, 416-428.

The theory of probability and satistical inference is various things to various people. To the
mathematician, it is an intricate formd caculus, to be explored and developed with little
professona concern for any empirica significance that might attach to the terms and
propositions involved. To the philosopher, it is an embarrassing mystery whose judtification
and conceptud darification have remained stubbornly refractory to philosophical insght.

(A famous philosophical epigram hasiit that induction [aspecid case of Satidtica

inference] isthe glory of science and the scanda of philosophy.) To the experimenta
scientist, however, datistical inference is aresearch insgrument, a processing device by
which unwiddy masses of raw data may be refined into a product more suitable for
assmilation into the corpus of science, and in this lies both strength and weskness. It is
grength in that, as an ultimate consumer of satistical methods, the experimentdigt isin
position to demand that the techniques made available to him confirm to his actua needs.
But it isalso wesknessin that, in his need for the tools constructed by a highly technical
formd discipline, the experimentaist, who has specidized dong other lines, sddom feds
competent to extend criticiams or even comments, he is much more likely to make
unguestioning gpplication of procedures learned more or less by rote from persons assumed
to be more knowledgeable of gatistics than he. Thereis, of course, nothing surprising or
reprehensible about this -- one need not understand the principles of acomplicated tool in
order to make effective use of it, and the research scientist can no more be expected to have
sophitication in the theory of Statistical inference than he can be held respongble for the
principles of the computers, Sgna generators, timers, and other complex modern
indruments to which he may have recourse during an experiment. Nonetheless, this leaves
him particularly vulnerable to misinterpretetion of hisams by those who build his
insruments, not to mention the ever present dangers of sdecting an ingppropriate or
outmoded tool for the job a hand, misusing the proper tool, or improvising atool of
unknown adequiacy to meet a problem not conforming to the Smple theoreticd Stuationsin
terms of which exigent instruments have been anayzed. Further, since behaviors once
exercised tend to crydtdlize into habits and eventudly traditions, it should come as no
aurprise to find that the triba rituas for data- processing passed aong in graduate coursesin
experimental method should contain eements judtified more by custom than by reason.

In this paper, | wish to examine adogma of inferentid procedure which, for psychologists
at leadt, has atained the status of areligious conviction. The dogmato be scrutinized isthe



"null-hypothesis sgnificance tes" orthodoxy that passng satigtica judgment on a

scientific hypothesis by means of experimenta obsarva- [p. 417] tionisadecison
procedure wherein one rejects or accepts a null hypothesis according to whether or not the
vaue of asample gatigtic yielded by an experiment falswithin a certain predetermined
"regjection region” of its possible vaues. The thesis to be advanced is that despite the
awesome pre-eminence this method has attained in our experimenta journas and textbooks
of gpplied atidtics, it is based upon afundamenta misunderstanding of the nature of
rationa inference, and is seldom if ever appropriate to the aims of scientific research. This
isnot aparticularly origind view -- traditiond null-hypothesis procedure has dready been
superceded in modern satistica theory by avariety of more satisfactory inferentia
techniques. But the perceptua defenses of psychologists are particularly efficient when
deding with matters of methodology, and so the statistica folkways of a more primitive
past continue to dominate the loca scene.

To examine the method in question in greater detall, and expose some of the discomfitures
towhich it givesrise, let us begin with a hypothetical case sudy.

A CASE STUDY IN NULL-HYPOTHESIS PROCEDURE; OR, A QUORUM OF
EMBARRASSMENTS

Suppose that according to the theory of behavior, T,, held by most right-minded,
respectable behaviorigts, the extent to which a certain behavioral manipulation M fecilitates
learning in acertain complex learning Stuation C should be null. That is, if 'f " designates
the degree to which manipulation M facilitates the acquisition of habit H under
circumstances C, it follows from the orthodox theory T, that f = 0. Also suppose, however,
that afew radicas have persstently advocated an dternative theory T, which entalls,
among other things, that the facilitation of H by M in circumstances C should be
gppreciably greater than zero, the precise extent being dependent upon the vaues of certain
parametersin C. Finally, suppose that 1gor Hopewell, graduate student in psychology, has
staked his dissertation hopes on an experimentd test of T, againg T, on the basis of their
differentid predictions about thevaue of f .

Now, if Hopewell isto carry out his assessment of the comparative merits of T, and Ty in
thisway, there is nothing for him to do but submit a number of Ssto manipulation M under
circumstances C and compare their efficiency at acquiring habit H with that of comparable
Ss who, under circumstances C, have not been exposed to manipulaion M. The difference,
d, between experimenta and control Ssin average learning efficiency may then be taken as
an operational measure of the degree, f , to which M influences acquisition of H in
circumstances C. Unfortunately, however, as any experienced researcher knowsto his
sorrow, the interpretation of such an observed statistic is not quite so Smple asthat. For the
observed dependent variable d, which isactudly a performance measure, is afunction not
only of the extent to which M influences acquistion of H, but of many additional mgor and
minor factors as well. Some of these, such as deprivations, species, age, |aboratory
conditions, etc., can be removed from congderation by holding them essentialy congtant.
Others, however, are not so easily controlled, especialy those customarily subsumed under
the headings of "individud differences’ and "errors of measurement.” To [p. 418] curtall a



long mathematica ory, it turns out that with suitable (possibly judtified) assumptions

about the didtributions of vaues for these uncontrolled variables, the manner in which they
influence the dependent variable, and the way in which experimenta and control Ss were
selected and manipulated, the observed sample statistic d may be regarded as the value of a
normaly digtributed random variate whose average vaue isf and whose variance, which is
independent of f , is unbiasedly estimated by the square of another sample Satistic, s,
computed from the data of the experiment.[1]

Theimport of these Satistica consderations for Hopewell's dissertation, of course, is that
he will not be permitted to reason in any smple way from the observed d to a concluson
about the comparative merits of T, and T;. To conclude that T, rather than Ty, is correct, he
must argue that f = 0, rather than f >0. But the observed d, whatever itsvaue, islogicaly
compatible both with the hypothesis that f = 0 and the hypothesisthat f >0. How then, can
Hopewd | use his data to make a comparison of T, and T,? Asawdl-trained student, what
he does, of course, isto divide d by sto obtain what, under Ho, isat statistic, consult a
table of thet digtributions under the appropriate degrees- of-freedom, and announce his
experiment as disconfirming or supporting To, respectively, according to whether or not the
discrepancy between d and the zero value expected under T, is"datidicaly sgnificant” --
i.e., whether or not the observed value of d/sfdls outsde of the interva between two
extreme percentiles (usudly the 2.5th and 97.5th) of thet distribution with that df. If asked
by his dissertation committee to judtify this behavior, Hopewe | would rationdlize

something like the following (the more honest reply, that thisis what he has been taught to
do, not being considered appropriate to such occasions):

In deciding whether or not Ty, is correct, | can make two types of mistakes: | canrgect T,
whenitisin fact correct [Type error], or | can accept T, wheninfact itisfdse[Typell
eror]. Asastientist, | have aprofessond obligation to be cautious, but a 5% chance of
error isnot unduly risky. Now if dl my statistical background assumptions are correct,

then, if itisredly truethat f =0 as T, says, thereisonly one chancein 20 that my

observed statistic d / s will be smdler than t 25 or larger than t 975, where by the latter |
mesan, respectively, the 2.5th and 97.5th percentiles of the t distribution with the same
degrees-of-freedom as in my experiment. Therefore, if | rgect T, when d / sissmdler than
t.025 Or larger than t 975, and accept T, otherwise, there is only a 5% chance that | will rgject
T, incorrectly.

If asked about his Type Il error, and why he did not choose some other regjection region, say
between t 475 and t 525, which would yidd the same probability of Typel error, Hopewell
should reply that dthough he has no way to compute his probability of Type Il error under
the assumptions traditiondly authorized by null-hypothesis procedure, it is presumably
minimized by taking the rgjection region a the extremes of the t distribution.

Let us suppose that for Hopewell's data, d=8.50, s=5.00, and df=20. Then t 975=2.09 and the
acceptance region for the null hypothesisf =0 is-2.09<d/s<2.09, or -10.45<d<10.45. Since
d doesfdl within this region, sandard null-hypothesis decision procedure, which | shall
henceforth abbreviate "NHD," dictates that the experiment isto be reported [p. 419] as
supporting theory To. (Although many persons would like to conceive NHD testing to



authorize only rgection of the hypothes's, not, in addition, its acceptance when the test
datigtic falsto fal in the rgection region, if fallure to rgect were not taken as grounds for
acceptance, then NHD procedure would involve no Type Il error, and no justification
would be given for taking the rejection region at the extremes of the distribution, rather
than inits middle.) But even as Hopewe | reaffirms T, in his dissertation, he beginsto fed
unessy. In fact, severa disquieting thoughts occur to him:

1. Although histest statigtic fals within the orthodox acceptance region, avaue this
divergent from the expected zero should nonetheless be encountered less than once in 10.
To arguein favor of a hypothesis on the basis of data ascribed a p value no greater than .10
(i.e,, 10%) by that hypothesis certainly does not seem to be one of the more impressive
displays of scientific caution.

2. After some belated reflection on the details of theory T1, Hopewell observesthat T1 not
only predictsthat f >0, but with afew smplifying assumptions no more questionable than

is par for this sort of course, the value that f should have can actudly be computed.
Suppose the vaue derived from T inthisway isf =10.0. Then, rather than taking f =0 as
the null hypothess, one might just aswell take f =10.0; for under the latter, (d-10.0)/sisa
20 df t ddidtic, giving atwo-tailed, 95% significance, acceptance region for (d-10.0)/s
between -.209 and 2.09. That is, if onelets Ty provide the null hypothesis, it is accepted or
rejected according to whether or not -.45 <d<20.45, and by this latter test, therefore,
Hopewell's data must be taken to support T -- in fact, the likelihood under T1 of obtaining a
test gatidtic this divergent from the expected 10.0 isamost satisfactory three chancesin
four. Thusit occurs to Hopewd| that had he chosen to cast his professond ot with the T;-
igs by sdecting f =10.0 as his null hypothesis, he could have made a strong argument in
favor of Ty by precisdy the same line of satistical reasoning he has used to support T,
under f =0 asthe null hypothesis. That is, he could have made an argument that persons
partid to T1 would regard as strong. For behaviorists who are dready convinced that T, is
correct would howl that since T, isthe dominant theory, only f =0 isalegitimate null
hypothesis. (And isit not strange that what condtitutes avaid satistical argument should be
dependent upon the mgjority opinion about behavior theory?)

3. According to the NHD test of a hypothesis, only two possible final outcomes of the
experiment are recognized -- either the hypothesisisrejected or it is accepted. In
Hopewd|'s experiment, dl possble vaues of d/s between -2.09 and 2.09 have the same
interpretive sgnificance, namey, indicating that f =0, while conversdly, al possible values
of d/s greater than 2.09 are equally taken to sSignify that f 1 0. But Hopewell findsthis
disturbing, for of the various possible valuesthat d / s might have hed, the Sgnificance of d
/ s=1.70 for the comparative meritsof T, and T, should surely be more Smilar to that of,
say, d/ s=2.10 than to that of, say, d / s=-1.70.

4. In somewhat smilar vein, it dso occurs to Hopewell that had he opted for a somewhat
riskier confidence level, say aType | error of 10% rather than 5%, d / swould have fdlen
outsde the region of accept- [p. 420] ance and T, would have been rgjected. Now surely the
degree to which a datum corroborates or impugns a proposition should be independent of

the datum-assessor's personal temerity. Y et according to orthodox significance-test



procedure, whether or not a given experimenta outcome supports or disconfirms the
hypothesisin question depends crucidly upon the assessor's tolerance for Type | risk.

Despite hisinexperience, Igor Hopewd | is a sound experimentalist a heart, and the more
he reflects on these Setidtics, the more dissatisfied with his conclusions he becomes. So
while the exigencies of graduate circumstances and publication requirements urge thet his
dissertation be written as a confirmation of T,, he nonethel ess resolves to keep an open
mind on the issue, even carrying out further research if opportunity permits. And reading
his experimental report, so of course would we -- has any responsible scientist ever made
up hismind about such amatter on the basis of a sngle experiment? Y et in this obvious
way we reved how little our actua inferential behavior corresponds to the Satigtical
procedure to which we pay lip-service. For if we did, in fact, accept or rgject the nul
hypothesis according to whether the sample etidtic falsin the acceptance or in the
reection region, then there would be no replications of experimental designs, no
multiplicity of experimenta approaches to an important hypothesis -- a Single experiment
would, by definition of the method, make up our mind about the hypothesisin question.
And thefact that in actud practice, a Sngle finding seldom even tempts us to such closure
of judgment reveds how little the conventiona model of hypothesis testing fits our actud
evaudtive behavior.

DECISIONS VS. DEGREES OF BELIEF

By now, is should be obvious that something isradicaly amiss with the traditiond NHD
assessment of an experiment's theoretica import. Actualy, one does not have to ook far in
order to find the trouble -- it is Smply a basic misconception about the purpose of a

scientific experiment. The null- hypothesis significance test treats acceptance or rejection of

a hypothesis as though these were decisions one makes on the basis of the experimenta
data-- i.e, that we dect to adopt one belief, rather than another, as aresult of an
experimental outcome. But the primary aim of a scientific experiment is not to precipitate
decisions, but to make an appropriate adjustment in the degree to which one accepts, or
believes, the hypothesis or hypotheses being tested. And even if the purpose of the
experiment wer e to reach adecision, it could not be a decision to accept or rgect the
hypothes's, for decisons are voluntary commitments to action -- i.e., are motor sets--
whereas acceptance or regjection of a hypothesisis a cognitive state which may provide the
bassfor rationa decisons, but is not itsdf arrived at by such a decison (except perhaps
indirectly in that adecison may initiate further experiences which influence the belief).

The Stuation, in other words, isas follows. As scientidts, it is our professond obligation to
reason from available data to explanations and generdities -- i.e,, beliefs -- which are
supported by these data. But belief in (i.e., acceptance of) a proposition is not an dl-or-
none affair; rather, it isamatter of degree, and the extent to which a person believes or
accepts a[p. 421] propostion trandates pragmaticaly into the extent to which heiswilling
to commit himsdlf to the behaviord adjustments prescribed for him by the meaning of that
proposition. For example, if that inveterate gambler, Unfortunate Q. Smith, has complete
confidence that War Biscuit will win the fifth race a Bdmont, he will be willing to accept
any odds to place abet on War Biscuit to win; for if heisabsolutely certain that War
Biscuit will win, then odds areirrdevant -- it issmply amatter of arranging to collect



some winnings after the race. On the other hand, the more that Smith has doubts about War
Biscuit's prospects, the higher the odds he will demand before betting. That is, the extent to
which Smith accepts or rgects the hypothess that War Biscuit will win the fifth et Belmont
is an important determinant of his betting decisonsfor thet race.

Now, athough a scientist's data supply evidence for the conclusions he draws from them,
only in the unlikely case where the conclusons are logically deducible from or logicaly
incompatible with the data do the data warrant that the conclusions be entirely accepted or
rgected. Thus, eg., the fact that War Biscuit haswon al 16 of his previous startsis strong
evidence in favor of hiswinning the fifth & Bemont, but by no means warrants the
unreserved acceptance of this hypothesis. More generdly, the data available confer upon
the conclusons a certain appropriate degree of belief, and it is the inferentid task of the
scientist to pass from the data of his experiment to whatever extent of belief these and other
available information judtify in the hypothesis under investigation. In particular, the proper
inferentia procedure is not (except in the deductive case) a matter of deciding to accept
(without qudification) or reject (without quaification) the hypothess: even if adoption of a
belief were amatter of voluntary action -- which it isnot -- neither such extremes of belief
or dishdief are gppropriate to the data at hand. As an example of the disastrous
consequences of an inferentia procedure which yieds only two judgment vaues,
acceptance and rgjection, consider how sad the plight of Smith would be if, whenever
welghing the prospects for agiven race, he dways worked himsdf into either supreme
confidence or utter disbdief that a certain horse will win. Smith would rapidly impoverish
himsdf by accepting excessvely low odds on horses he is certain will win, and failing to
accept highly favorable odds on horses he is sure will lose. In fact, Smith's two judgment
va ues need not be extreme acceptance and regjection in order for hisinferential procedure to
be maadaptive. All that is required is that the degree of belief arrived & be in generd
ingppropriate to the likelihood conferred on the hypothesis by the deta.

Now, the notion of "degree of bdief gppropriate to the data at hand" has an unpleasantly
vague, subjective fed about it which makesit unpaatable for incluson in aformaized
theory of inference. Fortunately, alittle reflection about this phrase revedsit to be
intimately connected with another concept relating conclusion to evidence which, though
likewise in serious need of conceptud dlarification, has the virtues both of intellectua
respectability and Satigtica familiarity. | refer, of course, to the likelihood, or probability,
conferred upon a hypothesis by available evidence. Why should not Smith feel [p. 422]
certain, in view of the data available, that War Biscuit will win the fifth at Belmont?
Becauseit is not certain that War Biscuit will win. More generdly, what determines how
strongly we should accept or rgject aproposition is the probability given to this hypothesis
by the information at hand. For while our voluntary actions (i.e., decisons) are determined
by our intengties of bdlief in the relevant propostions, not by their actud probabilities,
expected utility is maximized when the cognitive weights given to potentia but not yet
known-for-certain pay- off events are represented in the decison procedure by the
probabilities of these events. We may thus relinquish the concept of "appropriate degree of
belief" in favor of "probability of the hypothess” and our earlier contention about the
nature of data- processing may be rephrased to say that the proper inferentid task of the
experimental scientist is not a Smple acceptance or rgjection of the tested hypothesis, but
determination of the probability conferred upon it by the experimental outcome. This



likelihood of the hypothesis rdative to whatever data are available a the moment will be an
important determinant for decisons which must currently be made, but is not itsdf such a
decison and is entirdly subject to revison in the light of additiond information.

In brief, what is being argued is that the scientist, whaose task is not to prescribe actions but
to establish rationd beliefs upon which to base them, is fundamentaly and inescapably
committed to an explicit concern with the problem of inverse probability. What he wants to
know is how plausible are his hypotheses, and he is interested in the probability ascribed by
ahypothesis to an observed experimenta outcome only to the extent he is able to reason
backwards to the likelihood of the hypothess, given this outcome. Put cruddy, no matter
how improbable an observation may be under the hypothesis (and when there are an infinite
number of possible outcomes, the probability of any particular one of theseis, usudly,
infinitdy amdl -- the familiar p value for an observed statistic under ahypothessH is not
actudly the probability of that outcome under H, but apartia integra of the probability-
dengty function of possible outcomes under H), it is dill confirmatory (or &t least
nondisconfirmatory, if one argues from the deta to rejection of the background
assumptions) so long as the likelihood of the observation is even smdler under the
dternative hypotheses. To be sure, the theory of hypothesis-likelihood and inverse
probability isasyet far from the leve of development at which it can furnish the research
scientist with inferentia tools he can apply mechanicdly to obtain a definite likelihood
edimate. But to the extent a statistical method does not at least move in the direction of
computing the probability of the hypothes's, given the observation, that method is not truly
amethod of inference, and is unsuited for the scientist's cognitive ends.

THE METHODOLOGICAL STATUS OF THE NULL-HYPOTHESIS SIGNIFICANCE
TEST

The preceding arguments have, in one form or another, raised severa doubts about the
gopropriateness of conventiond sgnificance-test decison procedure for theamsit is
supposed to achieve. It is now time to bring these changes together in an explicit bill of
indictment.

1. The null-hypothes's significance [p. 423] test treats "acceptance” or "rgection” of a
hypothess as though these were decisions one makes. But a hypothesisis not something,
like a piece of pie offered for dessert, which can be accepted or rgjected by a voluntary
physical action. Acceptance or regection of a hypothesisis a cognitive process, a degree of
bdieving or dishdieving which, if raiond, is not amatter of choice but determined solely
by how likely it is, given the evidence, that the hypothesisistrue.

2. It might be argued that the NHD test may nonethel ess be regarded as a legitimate
decision procedure if we trand ate "acceptance (rgection) of the hypothesis' as meaning
"acting as though the hypothesis were true (fdse).” And to be sure, there are many

occas ons on which one must base a course of action on the credibility of a scientific
hypothesis. (Should these data be published? Should | devote my research resourcesto and
become identified professondly with this theory? Can we test this new Z bomb without
exterminating al life on earth?) But such amove to salvage the traditiona procedure only
raises two further objections. (a) While the scientist -- i.e., the person -- must indeed make



decisons, hisscience is a systematized body of (probable) knowledge, not an accumulation
of decisons. The end product of a scientific investigation is a degree of confidence in some
st of propositions, which then congtitutes a basis for decisons. (b) Decision theory shows
the NHD test to be woefully inadequate as a decision procedure. In order to decide most
effectively when or when not to act as though a hypothesisis correct, one must know both
the probability of the hypothesis under the data available and the utilities of the various
decision outcomes (i.e., the values of accepting the hypothesswhen it istrue, of accepting
it whenitisfase of rgecting it when it istrue, and of rgecting it when it isfase). But
traditional NHD procedure pays no attention to utilities at al, and congders the probability
of the hypothesis, given the data -- i.e, the inverse probability -- only in the most
rudimentary way (by taking the rgjection region at the extremes of the ditribution rather
thanin itsmiddle). Failure of the traditiond sgnificance tes to ded with inverse
probabilities invaidates it not only as amethod of retiond inference, but also as aussful
decision procedure.

3. Thetraditiona NHD test unredigticaly limits the significance of an experimenta

outcome to a mere two aternatives, confirmation or disconfirmation of the null hypothesis.
Moreover, the trangtion from confirmation to disconfirmation as afunction of the datais
discontinuous -- an arbitrarily smal difference in the value of the test gatistic can change
its Sgnificance from confirmatory to disconfirmatory. Findly, the point a which this
trangtion occursis entirely gratuitous. Thereis absolutely no reason (at least provided by
the method) why the point of gatistica "sgnificance" should be st at the 95% levd, rather
than, say the 94% or 96% leve. Nor does the fact that we sometimes select a 99% level of
sgnificance, rather than the usud 95% level mitigate this objection -- oneisas arbitrary as
the other.

4. The null-hypothesis Sgnificance test introduces a strong biasin favor of one out of what
may be alarge number of reasonable dternatives. When sampling a ditribution of
unknown mean m different assumptions about the value of mfurnish aninfi- [p. 424] nite
number of dternate null hypotheses by which we might assess the sample mean, and
whichever hypothesisis selected is thereby given an enormous, in some cases dmost
insurmountable, advantage over its competitors. That is, NHD procedure involves an
inferentia double standard -- the favored hypothesisis held innocent unless proved guilty,
while any dterndive is hed guilty until no choice remains but to judge it innocent. What is
objectionable here is not that some hypotheses are held more resistant to experimenta
extinction than others, but thet the differentid weighing is an al-or-none side effect of a
personal choice, and especidly, that the method necessitates one hypothes's being favored
over dl the others. In the classical theory of inverse probahility, on the other hand, all
hypotheses are treated on a par, each receiving aweight (i.e,, its"a priori” probability)
which reflects the credibility of that hypothesis on grounds other than the data being
assessed.

5. Findly, if anything can reved the practicd irrdlevance of the conventiona sgnificance
test, it should beits failure to see genuine gpplication to the inferentid behavior of the
research scientist. Who hes ever given up a hypothesisjust because one experiment yielded
atest datigtic in the rgection region? And what scientist in his right mind would ever fed
there to be an gppreciable difference between the interpretive significance of deta, say, for



which one-tailed p = .04 and that of datafor which p = .06, even though the point of
"dgnificance" has been st a p = .05? In fact, the reader may well fed undisturbed by the
charges raised here againgt traditional NHD procedure precisaly because, without perhaps
redizing it, he has never taken the method serioudy anyway. Paradoxicdly, it is often the
mogt firmly inditutionaized tenet of faith that is most susceptible to untroubled disregard --
in our culture, one must early learn to live with sacrosanct verba formulas whose import
for practical behavior is seldom heeded. | sugpect that the primary reasons why null-
hypothesis significance testing has attained its current rituaitic status are (a) the surcease
of methodological insecurity afforded by having an inferentid agorithm on the books, and
(b) the fact that a by-product of the agorithm is so useful, and its end product so obvioudy
inappropriate, that the latter can be ignored without even noticing thet this has, in fact, been
done. What has given the traditiond method its spurious fed of usefulnessisthat thefirst,
and by far most laborious, step in the procedure, namely, estimating the probability of the
experimenta outcome under the assumption that a certain hypothesisis correct, isalso a
crucid firgt step toward what oneis genuingly concerned with, namely, an idea of the
likelihood of that hypothes's, given this experimenta outcome. Having obtained this most
vauable datidica information under pretext of carrying through a conventiond
sgnificance test, it is then tempting, though of course quite ingppropriete, to hegp honor
and gratitude upon the method while overlooking that its actua result, namdy, adecison
to accept or regject, isnot used at dll.

TOWARD A MORE REALISTIC APPRAISAL OF EXPERIMENTAL DATA

So far, my arguments have tended to be aggressively critica -- one can hardly avoid
polemics when butchering sacred cows. But my purposeis[p. 425] not just to be
contentious, but to help clear the way for more realitic techniques of data assessment, and
the time has now arrived for some congructive suggestions. Little of what follows pretends
to any origindity; | merely urge that ongoing developments aong these lines should

recelve maximal encouragemern.

For the statigticd theoretician, the following problems would seem to be eminently worthy
of research:

1. Of supreme importance for the theory of probability is anaysis of what we mean by a
proposition's "probability,” relative to the evidence provided. Most serious students of the
philosophica foundations of probability and statistics agree (cf. Braithwaite, pp. 119f.) that
the probability of a propostion (e.g., the probability that the Generd Theory of Rdativity is
correct) does not, primafacie, seem to be the same sort of thing as the probability of an
event-class (e.g., the probability of getting a head when this coin istossed). Do the
datistical concepts and formulas which have been developed for probabilities of the latter
kind aso gpply to hypothesis likelihoods? In particular, are the probabilities of hypotheses
quantifiable at dl, and for the theory of inverse probability, do Bayes theorem and its
probability-dengty refinements apply to hypothesis probabilities? These and similar
questions are urgently in need of darification.

2. If we are willing to assume that Bayes theorem, or something like it, holds for
hypothesis probabilities, there is much that can be done to develop the classical theory of



inverse probability. While computation of inverse probabilities turns essentidly upon the
parametric apriori probability function, which states the probability of each dternative
hypothesisin the set under consideration prior to the outcome of the experiment, it should
be possible to develop theorems which are invariant over important subclasses of a priori
probability functions. In particular, the difference between the a priori probability function
and the "a pogteriori” probability function (i.e., the probabilities of the dternative
hypotheses after the experiment), perhaps andlyzed as a difference in "information,” should
be a potentialy fruitful source of concepts with which to explore such matters as the
"power" or "efficiency” of various atidtics, the acquistion of inductive knowledge
through repeated experimentation, etc. Another problem which seemsto meto have
consderable import, though not one about which | am sanguine, is whether inverse-
probability theory can sgnificantly be extended to hypothess-probabilities, given
knowledge which is only probabilistic. Thet is, can atheory of sentences of form "The
probability of hypothessH, given that E isthe case, isp,” be generdized to atheory of
sentences of form "The probability of hypothesis H, given that the probability of E isq, is
p"? Such a theory would seem to be necessary, e.g., if we are to cope adequately with the
uncertainty attached to the background assumptions which dways accompany a datistical
andyss.

My suggestions for gpplied satistica andyssturn on the fact that whilewhat isdesred is
the a pogteriori probabilities of the various aternative hypotheses under consideration,
computation of these by classical theory necessitates the corresponding a priori probability
digribution, and in the more immediate future, & least, information about this will exist
only as a subjective fed, differing from one person to the [p. 426] next, about the
credibilities of the various hypotheses.

3. Whenever possble, the basic Satigtica report should be in the form of a confidence
interval. Briefly, a confidence interva is a subset of the aternative hypotheses computed
from the experimental datain such away that for a sdected confidenceleve a, the
probability that the true hypothesisisincluded in a st so obtained isa. Typicdly, ana-
level confidence interva congsts of those hypotheses under which the p vaue for the
experimenta outcomeis larger than 1-a (afesature of confidence intervaswhichis
sometimes confused with their definition), in which case the confidence-interva report is
gmilar to asmultaneous null-hypothesis sgnificance test of each hypothesisin the total set
of dternatives. Confidence intervals are the closest we can at present come to quantitative
assessment of hypothesis- probabilities (see technical note, below), and are currently our
most effective way to diminate hypotheses from practica congderation -- if we choose to
act as though none of the hypotheses not included in a 95% confidence interval are correct,
we stand only a 5% chance of error. (Note, moreover, that this probability of error pertains
to the incorrect smultaneous "regjection” of amgor part of the totd set of dternative
hypotheses, not just to the incorrect regjection of one asin the NHD method, and is atotal
likelihood of error, not just of Typel error.) The confidence interva is aso asmple and
effective way to convey that dl-important statistical datum, the conditiona probability (or
probability dengty) function -- i.e., the probability (probability dengty) of the observed
outcome under each aternative hypothesis -- since for agiven kind of observed statistic and
method of confidence-interva determination, there will be a fixed relation between the



parameters of the confidence interval and those of the conditiona probability (probability
dengty) function, with the end- points of the confidence interva typicaly marking the
points at which the conditiona probability (probability dendty) function snks below a
certain small vaue reated to the parameter a. The confidence-interval report is not biased
toward some favored hypothesis, as is the null- hypothesis S gnificance test, but makes an
imparti Smultaneous evaluation of al the aternatives under consideration. Nor doesthe
confidence interva involve an arbitrary decision as does the NHD test. Although one
person may prefer to report, say, 95% confidence intervals while another favors 99%
confidence intervas, there is no conflict here, for these are sSmply two ways to convey the
same information. An experimenta report can, with complete consstency and some
benefit, Smultaneoudy present severd confidence intervals for the parameter being
estimated. On the other hand, different choices of sgnificance level in the NHD method is
aclash of incompatible decisons, as attested by the fact that an NHD analysiswhich
smultaneoudy presented two different sgnificance levels would yidd alogicaly

incons gtent conclusion when the observed gatistic has avaue in the acceptance region of
one sgnificance level and in the rejection region of the other.

[p. 427] 4. While a confidence-intervd andysstreats dl the dterndtive hypotheses with
glacia impartidity, it nonetheless frequently occurs that our interest is focused on acertain
selection from the st of possibilities. In such case, the datistical andysis should aso

report, when computable, the precise p vaue of the experimenta outcome, or better, though
less familiarly, the probability dengty at that outcome, under each of the mgjor hypotheses;
for these figures will permit an immediate judgment as to which of the hypotheses is most
favored by the data. In fact, an even more interesting assessment of the postexperimenta
credibilities of the hypothesesis then possible through use of "likelihood ratios' if oneis
willing to put his pre-experimenta fedings about their rdlative likdihoods into a

quantitative estimate. For let Pr (H, d), Pr (d, H), and Pr (H) be, respectively, the
probability of ahypothessH inlight of the experimentd datad (added to the information
dready avallable), the probability of datad under hypothesis H, and the pre-experimenta
(i.e,, apriori) probability of H. Then for two dternative hypotheses H, and Hy, it follows by
classcd theory that

Pr(Ho,d) = Pr(Ho) x Pr(d, Ho) [eq.
1] [2]
Pr (Hy, d) Pr (Hy) Pr (d, Hy)

[p. 428] Therefore, if the experimenta report includes the probakility (or probability

dendity) of the data under H, and Hy, respectively, and its reeder can quantify his fedings
about the relative pre-experimenta meritsof Ho, and Hy (i.e., Pr (Ho) / Pr (H1)), he canthen
determine the judgment he should make about the relative merits of H, and Hy inlight of
these new data.

5. Findly, experimenta journas should alow the reseercher much more latitude in
publishing his gatistics in whichever form seems mogt ingghtful, especidly those forms
developed by the modern theory of estimates. In particular, the stranglehold that
conventtiond null-hypothesis significance testing has clamped on publication andards
must be broken. Currently judtifiable inferentiad dgorithm carries us only through



computation of conditiona probabilities; from there, it isfor everyman's clinical judgment
and methodologica conscience to see him through to afind appraisal. Insgstence that
published data must have the biases of the NHD method built into the report, thus seducing
the unwary reader into a perhaps highly inappropriate interpretation of the data, isa
professond disservice of the firs magnitude.

SUMMARY

Thetraditiond null-hypothess Sgnificance-test method, more appropriately caled "null-
hypothesis decison (NHD) procedure,” of statistical analysisis here vigoroudy excoriated
for itsinappropriateness as a method of inference. While anumber of serious objectionsto
the method areraised, its most basic error liesin mistaking the am of a scientific
investigation to be a decision, rather than a cognitive evauation of propogtions. It is further
argued that the proper application of datisticsto scientific inference isirrevocably
committed to extengve condderation of inverse probabilities, and to further thisend,

certain suggestions are offered, both for the development of atistical theory and for more
illuminating gpplication of datidical anadyssto empirical data
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Footnotes

[1] sisherethe estimate of the standard error of the difference in means, not the estimate of
theindividud SD.

[2] When the numbers of dternative hypotheses and possible experimental outcomes are
trandfinite, Pr (d, H) = Pr (H, d) = Pr (H) = 0 in most cases. If so, the probability ratiosin
Formula 1 are replaced with the corresponding probabilistic-dengty ratios. It should be
mentioned that this formula rather idedigticaly presupposes there to be no doubt about the
correctness of the background statistical assumptions.

Technical note One of the more important problems now confronting theoretical satistics
isexploration and clarification of the relationships among inverse probabilities derived

from confidence-interva theory, fiducia- probability theory (a specia case of the former in
which the estimator is a sufficient gatigtic), and classcd (i.e., Bayes) inverse-probability
theory. While the interpretation of confidence intervasis tricky, it would be amistake to
conclude, as the cautionary remarks usualy accompanying discussions of confidence
intervals sometimes seem to imply, that the confidence-leve a of a given confidence
interva | should not really be construed as a probability that the true hypothesis, H, belongs
to the set I. Nonetheless, if 1 isan a-level confidence interva, the probability that H
belongsto | as computed by Bayes theorem given an a priori probability distribution will,
in generd, not be equal to a, nor isthe difference necessarily asmal one-- it iseasy to
congtruct examples where the a pogteriori probability that H belongsto | iseither O or 1.
Obvioudy, when differert techniques for computing the probability that H belongsto |



yield such different answers, areconciliation is demanded. In this instance, however, the
goparent dissgreement is largdly if not entirely spurious, resulting from differencesin the
evidence relative to which the probability that H belongs to | is computed. And if thisis, in
fact, the correct explanation, then fiducia probability furnishes a partid solution to an
outstanding difficulty in the Bayes gpproach. A major weakness of the latter has dways
been the problem of what to assume for the apriori distribution when no pre-experimenta
information is available other than that supporting the background assumptions which
delimit the set of hypotheses under consideration. The traditional assumption (made
hestantly by Bayes, less hestantly by his successors) has been the "principle of insufficient
reason,” namdly, that given no knowledge & dl, dl dternatives are equdly likely. But not
only isit difficult to give a convincing argument for this assumption, it does not even yield
aunique a priori probability digtribution over a continuum of dternative hypotheses, snce
there are many way's to express such a continuous set, and what is an equilikelihood a priori
distribution under one of these does not necessarily transform into the same under another.
Now, afiducid probability distribution determined over a set of dternative hypotheses by
an experimenta observation is ameasure of the likelihoods of these hypotheses reltive to
dl the information contained in the experimental data, but based on no pre-experimenta
information beyond the background assumptions restricting the possibilities of this
particular set of hypotheses. Therefore, it seems reasonable to postulate that the no-
knowledge a priori digtribution in classica inverse probability theory should be that
distribution which, when experimenta data cgpable of yidding afiducid argument are now
given, resultsin an apoderiori distribution identica with the corresponding fiducid
digribution.
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