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While the market for credit instruments grew continuously in the decade before 2008, its

liquidity has dried up significantly in the current crisis, and investors have become aware

of the possible consequences of being exposed to credit risk. In this thesis we address

these issues by pricing credit instruments using utility indifference pricing, a method that

takes into account the investor’s personal risk aversion and which is not affected by the

lack of liquidity.

Through stochastic optimal control methods, we use indifference pricing with expo-

nential utility to determine corporate bond prices and CDS spreads. In the first part

we examine how these quantities are affected by risk aversion under different models of

default. The emphasis lies on a hybrid model, in which a regime switch of the reference

entity is triggered by a creditworthiness index correlated to its stock price.

The second part generalizes this setup by introducing uncertainty in the model param-

eters. Robust optimal control has been used independently in the literature to address

model uncertainty for portfolio selection problems. Here, we incorporate this approach

with utility indifference and derive some analytical and numerical results on how model

uncertainty affects credit spreads.
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Chapter 0

Introduction

0.1 Credit Risk and Credit Securities

0.1.1 Products

While fixed-income instruments like corporate bonds or loans have existed for a long

time, credit derivatives are fairly young. Many of them were introduced in the early

1990s and can be viewed as a second generation of derivatives (after derivatives on eq-

uities and commodities): while the latter were first introduced to manage market risk,

credit derivatives were invented to manage and hedge credit risk. Originally tailor-made

OTC solutions, their number and volume has dramatically increased over the years. Con-

sequently, the market for many credit derivatives used to be fairly liquid (until 2008).

This fact also made them attractive to investors for the pure purpose of speculation.

In the literature there are several similar, but slightly different versions for the def-

inition of a credit derivative. Since in this thesis we are only working with specific

examples, and a precise general definition is irrelevant, the following definition (taken

from Schönbucher (2003)) seems to be appropriate:

Definition 1. (a) A credit derivative is a derivative security that is primarily used to

transfer, hedge or manage credit risk.

1



Chapter 0. Introduction 2

(b) A credit derivative is a derivative security whose payoff is materially affected by

credit risk.

The most common underlying assets for credit derivatives are loans and their securi-

tized versions, bonds. A bond, loan or mortgage is a contract between two counterparties.

At the time of entry into the contract the creditor lends money to the obligor, for which

the latter agrees to pay back a predetermined amount (the face value or notional) at

maturity. In the case of a zero-coupon bond, these are the only payments agreed upon,

while for a coupon-bearing bond, the obligor makes additional periodic predetermined

coupon payments.

If the creditor enters this kind of contract, he is exposed to credit risk, namely the

risk of losing his investment in the case a credit event occurs. A credit event is defined

as the obligor’s default, i.e. the failure to meet his obligations. Possible credit events

include bankruptcy, failure to make coupon payments, restructuring or downgrade below

a certain level.

When a credit event occurs, the assets of the bond issuer are normally liquidated to

meet his obligations at least partially. Consequently, bond holders can expect to receive

a certain percentage of the notional even in the case of a default. This percentage is

called recovery rate and ideally paid at or very shortly after default. In reality however,

the settlement process can take quite a long time.

A credit derivative is a contract between two counterparties A and B. Party A pays

B a predetermined fee and in return receives payments from party B which depend on

the occurrence or non-occurrence of a credit event of a third party C between now and

the maturity of the credit derivative. This third party C is also known as the reference

entity or reference credit. If the payments depend only on the default of a single reference

entity, the credit derivative is called single-name; if there are several reference entities, it

is called multi-name.

The most common single-name credit derivative is the credit default swap, even



Chapter 0. Introduction 3

though there are also multi-name CDSs. Its original purpose was to provide insurance

for the holder of a corporate bond against default of the reference entity. The buyer of

a CDS makes periodic or continuous payments from the time of entry into the contract

until maturity or time of default of the reference entity – whichever occurs first. If there

is no default until maturity, the seller of the CDS does not have to make any payments.

If default occurs before maturity, he is obliged to buy the bond his counterparty at face

value at the time of default. In the case of instant recovery payment, this is equivalent of

making a payment of (1− R)F to the buyer of protection, where R is the recovery rate

of the bond and F its face value. Credit default swaps are the type of credit derivatives

on which we focus in this thesis.

BA
until C’s default or maturity
periodic/continous payments

happens before maturity 
one−time payment if C’s default 

C

reference entity

Figure 1: Counterparties in a CDS contract

Other common single-name credit derivatives are asset swaps and total return swaps,

while the most common multi-name credit derivatives are collateralized debt obligations

(CDOs). A CDO can viewed as an insurance of credit securities from a whole basket.

The credit risk is bundled and redistributed to investors in several tranches. Since this

thesis is not concerned with any of the instruments mentioned above, we refer to Hull
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!d0 t

AF

T

(1−R)F

(a) Continuous payments

!d0 t

AF AF AF AF

T

(1−R)F

(b) Discrete time payments

Figure 2: Cash flows for a CDS from the seller’s point of view. F is the face value, R the

recovery rate and A the CDS spread.

(2005) or Schönbucher (2003) for details.

When this thesis was started (2005), credit derivatives were a very fast growing

market, which peaked in 2007/2008. According to Giesecke (2009), industry sources

estimated the notional of credit derivatives outstanding at 62 trillion USD. As it is well-

known, especially CDSs and CDOs made a significant contribution to the current financial

crisis (2008/2009). As it became clear that uncontrolled redistribution of credit risk poses

a imminent danger to the worldwide financial system, the outstanding notional of credit

derivatives had been reduced to under 20 trillion USD by late 2008 (also according to

Giesecke (2009)). Consequently, the liquidity for many credit derivatives has dried up.

This fact certainly raises the question whether the credit derivatives market (specif-

ically credit default swaps) still has a future and whether it is still worth putting effort

into their pricing. Since the original purpose of CDSs was to hedge credit risk, and since

there will still be need for this in the future, it is safe to say that both questions can be

answered with “yes”. However it is also almost certain that products will be held simple

and will be subject to more regulation than in the past. Furthermore, the market for

credit derivatives will probably not be as liquid as it used to be close to its peak. How-

ever, as it will be explained in section 0.3, utility indifference pricing is not affected by

this fact and may even gain importance for this reason in the context of credit derivative

pricing.
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0.1.2 Models

When pricing credit derivatives or underlying assets, one first has to choose an underlying

model of the reference entity’s default. In the literature, mainly three different types of

models have been used: reduced form models, structural models and hybrid models.

In reduced form models (also called intensity based models), default is triggered by

an exogeneous event independent of the internal structure of the reference entity. The

most common approach (see e.g. Jarrow and Turnbull (1995)) is to model the hazard

rate process as a Poisson process with a given deterministic hazard rate, whose switching

triggers default. This approach typically has the advantage that the model parameters

can be calibrated fairly easily. In the traditional risk-neutral pricing, so called risk-

neutral hazard rates are extracted from observed market prices of other traded, related

credit derivatives (concerning the idea of risk-neutral pricing see the next section). The

emphasis here is on traded – while there used to be a liquid market for many credit

instruments, especially bonds and credit default swaps, many of these securities have

become illiquid as a consequence of the recent financial crisis. However, even if parameters

can be calibrated, experience shows that default of a firm is always at least somewhat

correlated to its internal structure, which makes reduced form models unrealistic.

In contrast, the structural approach models default as a consequence of a company

becoming unhealthy. A popular structural model is the firm value model, which measures

the company’s health by its firm value, which itself is the viewed as the sum of the

company’s equity and debt. This interpretation makes the firm value a traded asset.

Default occurs when the value of the firm is less than its outstanding debts or some

percentage of the outstanding debt. In the first paper using a structural approach,

Merton (1974) models a company’s equity as a European call option on its firm value

with its debts used as a strike level. The company defaults if at maturity the value of

the firm is below the company’s debts. The advantage of this model is its simplicity even

though it lacks realism. Black and Cox (1976) extend this idea to the more realistic case
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where the company defaults the instant its firm value drops below a critical level, turning

the problem into a first passage time one.

There have been numerous extensions, modifications and increases in the sophistica-

tion of the firm value model over the last several decades. A limited list of important

contributions to the field include Leland (1977) extension of the debt to a coupon paying

bond; Kim, Ramaswamy, and Sundaresan (1993) and Longstaff and Schwartz (1995) in-

clusion of stochastic interest rates; Leland (1994) and Leland and Toft (1996) extension

to endogenously specifying the default boundary as a result of equity holders maximizing

the value of the firm; Duffie and Lando (2001) model of incomplete market information;

and Fouque, Sircar, and Solna (2006) integration of stochastic volatility in firm value

models.

Hybrid models combine the underlying ideas of reduced-form and structural models.

Here default is triggered by the switching of a Cox process, i.e. a counting process with

stochastic hazard rate. The hazard rate is normally assumed to be negatively correlated

to the firm value – it increases, when the firm value decreases, and the other way round.

0.2 Pricing Theory

The fundamental principle in pricing theory assumes that in an ideal financial market,

there are no arbitrage opportunities. In real world, arbitrage opportunities do exist –

but only for very short time periods. In the theory of derivative pricing we mainly

distinguish between complete and incomplete markets. A market is called complete, if

every claim can be replicated perfectly, i.e. at time 0 the investor can set up a portfolio

and has an adapted trading strategy which replicates the payoff of the claim perfectly

at maturity. In a complete market under the absence of arbitrage, the price of any

claim is uniquely determined as the value of its replicating portfolio. Simple examples

of complete markets (see e.g. Björk (2004)) include the one-period binomial model with
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a money market account and a risky asset. An easy continuous-time example is the

standard Black-Scholes model with a money market account and a risky stock modeled

as an Ito diffusion.

When a claim can be replicated perfectly, there are two main methods of finding its

value. Firstly, one can determine the corresponding replicating strategy, i.e. the number

of units of tradable assets that are needed at any time between 0 and maturity to replicate

the claim . Using the replicating strategy at time 0 and the prices of the tradable assets,

one then easily computes the value of the replicating portfolio.

Secondly, an investor who is only interested in pricing a claim, but not in replicating it,

can omit the latter and apply the fundamental theorem of asset pricing (FTAP) instead.

One of the statements of the FTAP is that under the absence of arbitrage, there exists

a measure Q, which is equivalent to the real-world measure P, and under which the

discounted price processes of all tradable assets are martingales. As a consequence, the

value of the value of the claim can be computed as

C0 = EQ[e−rTCT ], (1)

where, for simplicity, we have assumed constant interest rates. More generally, the price

of C at time t ∈ [0, T ] is given by

Ct = EQ[e−r(T−t)CT | Ft ].

In a complete market, the equivalent martingale measure Q is unique, and hence the

price of the claim is uniquely determined by the formula above, as it should be by the

replication argument.

It should be pointed out that the assumptions made in the common complete market

models are very strict. For example, one normally has to assume that the market is

frictionless (i.e. no transaction costs), that trading is possible continuously (at least in

continuous time models), that borrowing money is possible at the same rate as lending,

etc. It is therefore safe to say that in real world, markets involving exclusively big cap
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stocks are almost complete, but not exactly, while markets involving small cap stocks

and derivatives are substantially incomplete.

Another prime example of an incomplete market is one that contains credit instru-

ments. By definition, any credit instrument contains a certain credit risk, which usually

cannot hedged away by basic assets like stocks or risk-free bonds. The emphasis here is

on basic assets – obviously, the default risk of a defaultable bond can be hedged away by

other related credit instruments, e.g. an appropriate credit default swap.

In an incomplete market there is no unique method of pricing derivatives. The part

of the FTAP quoted above for complete markets still holds, i.e. under no-arbitrage

assumptions the value of a claim at time 0 is still given by equation (1). However, the

equivalent martingale measure Q is not unique this time, and the investor has to make a

decision which measure to choose.

The investor’s choice of the appropriate Q is normally a subjective one and depends

on his risk preferences. In real the world one can try to determine Q as well as possible

from observed market prices. On any underlying asset there is normally more than one

claim available. If the dynamics of the asset are given by an Ito diffusion, the market

prices of risk of all claims on this asset have to be the same for no arbitrage reasons.

Theoretically this enables the investor to determine Q. However, the essential assumption

here is that the reference claim is liquidly traded – which is often not the case.

Another way is to choose Q “as close as possible” to the real-world measure P, in the

sense that he wants to minimize

E
[
f

(
dQ

dP

)]
over all equivalent martingale measures. Here f is a strictly convex function on [0,∞).

Popular choices are f(x) = x lnx, in which case Q is the minimal entropy martingale

measure , or f(x) = x2.

Finally, if the seller wants to eliminate any risk for himself, one obvious choice would

be to superreplicate the claim, which means that he sets up a portfolio which matches
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or exceeds the payoff of the claim at maturity almost surely. He then offers to sell the

claim at the thereby obtained upper hedging price (as in Karatzas and Shreve (1998)).

In practice, a potential buyer will often consider this price too high and therefore decline

the deal.

A pricing method in incomplete markets that has become increasingly popular over

the past years is utility indifference pricing. It avoids the problem of identifying the

“correct” measure Q altogether. The method uses the real-world measure P only and

does not make any assumptions on continuous tradability of the derivatives to be priced.

The main ideas will be presented in the next section.

0.3 Utility Indifference Pricing

Indifference pricing is pricing from the point of view of portfolio optimization. To have an

example to work with, let us assume that we would like to price a contingent claim with

random payoff CT , and that the underlying tradable assets are a money market account

and a number of risky assets, modeled as stochastic processes on a filtered probability

space (Ω,F , (Ft),P). Let u be a given utility function, measuring the performance of the

investor. Typically one assumes that that u is strictly increasing, because any “rational”

investor prefers having more wealth to having less, and that u is strictly concave, because

the investor is risk-averse. When using utility indifference pricing, we compare the two

scenarios “do not invest in the claim” vs. “invest in the claim”. For the first scenario, let

W π,w
t denote the wealth process corresponding to a self-financing strategy of investment

in the stock and money market with initial endowment w. Let

V (w) , sup
π

E[u(W π,w
T )] (2)

be the corresponding value function. In the second scenario, the investor buys one unit of

the claim for p dollars and invests his remaining wealth in the money and stock market.

If w is his wealth after buying the claim, then for a given trading strategy π let W
π,w

t be



Chapter 0. Introduction 10

the corresponding wealth process, and define

V (w) , sup
π

E[u(W
π,w

T )]. (3)

Note that W
π,w

differs from W π,w
t because of the payoff from the claim (in this example,

W
π,w

T = W π,w
T +CT ). Then the buyer’s indifference price of the claim is the value p which

satisfies

V (w − p) = V (w), (4)

i.e. the buyer is indifferent between being invested and not invested in the claim. Sim-

ilarly, one can define the seller’s indifference price by replacing w − p by w + p in the

equation above. It is important to note that the indifference price is a personal price, and

therefore perhaps the term indifference value seems to be more appropriate. Not only

does it differ for the buyer and the seller, but it also depends on the investor’s level of

risk aversion. Only if the market price is lower (higher) than this, will the buyer (seller)

engage in the transaction.

The utility-based approach of evaluating an investor’s performance was suggested

by Von Neumann and Morgenstern (1944), who showed that under certain assumptions

on their behaviour, investors try to maximize expected utility according to their risk

preferences. For a detailed introduction and justification, see also Föllmer and Schied

(2002). Indifference pricing was introduced by Hodges and Neuberger (1989). For this

reason, in the literature the indifference price is sometimes called Hodges price.

When trying to find the indifference price, the main difficulty normally lies in solving

the two portfolio optimization problems (2) and (3). The standard methods are dynamic

programming and martingale methods, which will be explained in section 0.4. Note

however that often a numerical solution of these problems is not good enough, since one

has to find the solution of (3) in dependence of the parameter p, and then solve equation

(4) for p. This naturally limits the choice of utility functions. Furthermore, to keep the

optimization problems simple enough, one often has to assume constant parameters in
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the dynamics of the assets.

While one does not have to identify an appropriate risk-neutral measure to apply

indifference pricing, it should be mentioned that one has an equally difficult problem,

namely determining the appropriate investor’s utility function reflecting his personal risk

aversion. Nevertheless, the determination of this utility function does not depend on the

tradability of the given assets. This thesis however is not concerned with this problem.

Throughout this thesis, we will always assume that u is given as exponential utility:

Assumption 1.

u(x) = −1

γ
e−γx

for some γ > 0.

The parameter γ measures the risk aversion of the investor: γ = 0 corresponds to

complete risk-neutrality (for which the optimization problems above normally do not

have a finite solution), whereas a large γ corresponds to a high level of risk aversion. In

the literature exponential utility is most frequently used. The main reason for this fact

is mathematical tractability: as it will be seen, exponential utility allows one to factor

out wealth from the value function, thereby reducing the dimension of the optimization

problem at hand.

Important quantities to classify utility functions are the coefficients of absolute risk

aversion, defined as −u′′(x)
u′(x)

, and the coefficient of relative risk aversion, given by −xu
′′(x)
u′(x)

.

It is easy to check that exponential utility has constant absolute risk aversion, whereas

power utility u(x) = xp

p
, −∞ < p < 1, has constant relative risk aversion. According to

Cochrane (2001), the latter is more realistic, and consequently, it would be desirable to

use power utility instead. This however would be at the cost of analytical tractability.

In their original paper Hodges and Neuberger (1989) demonstrate how transaction

costs can be analyzed in this framework. Since its introduction, a large number of papers

have been published in utility indifference pricing. Davis, Panas, and Zariphopoulou

(1993) study the impact on derivative pricing in the presence of transaction costs.
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Some more recent contributions include Henderson and Hobson (2002a) who explore

options on a non-tradable asset correlated to a tradable one, and Stoikov (2005) investi-

gates the implications for volatility derivatives. Ilhan, Jonsson, and Sircar (2004) price

options in incomplete markets and study the impact of stochastic volatility on the prices.

Two other standard examples of incomplete markets are the those of insurance/reinsurance

contracts and weather/energy derivatives. Jaimungal and Nayak (2004) and Young and

Zariphopoulou (2002) examine the former, while Carmona (2008a) contains work on the

latter.

For the reason mentioned earlier, most papers use exponential utility. One of the few

that uses a different utility function is Henderson and Hobson (2002a), where the pricing

of contingent claims under power utility is examined. Due to the inseparability of wealth,

the authors have to make a few approximation assumptions and obtain their results as

asymptotic expansions. Brendle and Carmona (2004) work with exponential, power and

logarithmic utility and at the same time generalize their results to partially observable

markets.

In the context of using indifference pricing to price credit instruments, only little

work seems to have been done. In Sircar and Zariphopoulou (2007), the authors study

single and two-name credit derivatives in reduced-form and hybrid models. In Sircar and

Zariphopoulou (2009) they generalize this setup for the pricing of CDOs. The paper most

closely related to the material covered in this thesis is Leung, Sircar, and Zariphopoulou

(2008), where corporate bonds in a structural framework are considered. More details

how our work relates and distinguishes itself from this paper can be found in section 0.5.

Finally, it should be mentioned that a good introduction and overview of the subject

is Henderson and Hobson (2004). Several of the classical papers listed above have been

collected and published in Carmona (2008b).
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0.4 Portfolio Optimization

In this section we explain two different methods of solving utility-based portfolio op-

timization problems, as they frequently appear in indifference pricing problems. The

methods presented are martingale methods and dynamic programming. In this thesis

only dynamic programming will be used, because this method seems to be most appro-

priate. Occasionally martingale methods are easier to use, and in the literature there are

several papers where this is done.

To see how both methods work, let us consider one of the simplest problems: given

a risk-free money market account and n risky assets (stocks) S(1), . . . , S(n) which are

modeled as Ito diffusions on a filtered probability space (Ω,F , (Ft),P), the investor’s goal

is to

maximize E[u(WT )], given that W0 = w,

over all possible trading strategies. Here the utility function u is assumed to be strictly

increasing and concave, Wπ
T is the wealth process corresponding to a given trading strat-

egy π, and T > 0 is given. We require that trading strategies be Ft-adapted. A trading

strategy can be characterized as a vector-valued process πt ∈ Rn, where π
(i)
t is the dollar

amount invested in S(i) at time t, and the remaining wealth is invested in the money mar-

ket. We only consider self-financing wealth processes, i.e. any change in wealth results

from changes in the asset prices, but not from additional money coming from external

sources.

0.4.1 Martingale Methods

References for Martingale methods are e.g. in Karatzas, Lehoczky, Shreve, and Xu

(1991), Karatzas and Shreve (1998), Korn (1997). In its basic version, the martingale

method is only applicable if the market at hand is complete. We therefore assume that
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the dynamics of the tradable assets are given by

dMt = rtMt dt,

dSt = diag(St) [µt dt+ σt dBt] ,

where St = (S
(1)
t , . . . , S

(n)
t ), and rt ∈ R, µt ∈ Rn, σt ∈ Rn×n are Ft-adapted, and Bt is

an n-dimensional standard Brownian motion on Ω. Then we model the wealth process

corresponding to a trading strategy π by the dynamics

dWt =
[
rWt + (µt − rt)Tπt

]
dt+ πtσtdBt,

W0 = w,

with rt = (rt, . . . , rt)
T ∈ Rn.

Since the market is complete is complete, there exists a unique measure Q which is

equivalent to P and under which the discounted stock price processes S̃t are martingales

(here discounted always means discounted by Mt) . Let ηt denote the Radon-Nikodym

derivative of the corresponding measure change. It is straightforward to show that under

Q the discounted wealth process W̃t is a martingale as well, which implies that

w = W0 = W̃0 = EQ[W̃t] = EP[ηTM
−1
T Wπ

T ].

Hence the problem can be rewritten as

maximize E[u(Wπ
T )] subject to E[ηTM

−1
T Wπ

T ] = w.

This constraint problem can be solve using a generalized version of the Lagrange multi-

pliers method. The completeness of the market then guarantees the existence of a trading

strategy such that the maximum from above can be attained. Note however that is not

easy to determine this trading strategy explicitly.

In the references Karatzas, Lehoczky, Shreve, and Xu (1991), Karatzas and Shreve

(1998), Korn (1997) it is also shown how this method can be generalized to incomplete

markets.
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0.4.2 Dynamic Programming

In presentation of this section we follow Øksendal (2007). Standard references on dynamic

programming and stochastic optimal control in general are Fleming and Rishel (1975),

Fleming and Soner (2005) and Yong and Zhou (1999) .

When using the dynamic programming method, we do not have to assume that the

given market is complete. However we do have to assume that the coefficients of the given

assets are Markov, and we also have to restrict ourselves to Markov trading strategies.

It is applicable to many problems from stochastic optimal control, not only portfolio

optimization. Pioneering work includes Bellman (1952) and Kushner (1962), among

others.

We assume that the state process of a controlled stochastic system on Ω is given by

the controlled stochastic equation

dXt = dXπ
t = b(t,Xt,πt) dt+ σ(t,Xt,πt) dBt.

X0 = x0.

Bt is a Brownian motion on Ω, and the control πt is a stochastic process adapted with

respect to the given filtration.

The goal is to maximize

E[u(Xt)]. (5)

To invoke the principle of dynamic programming, we introduce the time and state de-

pendent performance function

Jπ(x, t) , E[u(Xt) | Xt = x ]

and define the value function as

V (x, t) , sup
π
Jπ(x, t).



Chapter 0. Introduction 16

Then (5) is given by V (x0, 0). The fact that even though we are only interested in finding

(5) for one initial condition of X0, we have to solve a similar optimization problem for

all possible states of (Xt, t), is characteristic for dynamic programming.

The key to finding V is Bellman’s principle of optimality. In our example, it states

that V (Xπ
t , t) is a supermartingale for any control π, and if an optimal control π∗ exists,

then V (Xπ∗
t ) is a martingale. This can be summarized as

V (x, t) = sup
π

E[V (Xπ
t+h, t+ h) | Xπ

t = x ]

for all (x, t) ∈ [0, T ]× Rn and all h such that 0 ≤ h ≤ T − t.

Assuming that V is regular enough, we can apply Ito’s lemma to the right hand side,

divide by h and let h → 0 to get a partial differential equation that V has to satisfy,

namely

∂tV + sup
π∈Rn

LπV = 0, (6)

where

LπV (x, t) =
∑

bi(t, x,π)
∂V

∂xi
+

1

2

∑
aij(t, x,π)

∂2V

∂xi∂xj
, (aij) = σTσ.

Equation (6) is the so-called Hamilton-Jacobi-Bellman (HJB) equation. From the defi-

nition of V we are also given a boundary condition at t = T , namely

V (x, T ) = u(x) for all x ∈ R. (7)

It is normally hard to prove from its definition, that V is sufficiently regular. In fact,

there exist easy-looking examples of optimization problems whose value functions are

not differentiable everywhere (see e.g. Øksendal (2007), p. 248–250). However, in many

cases there exist verification theorems of the following type:

If there exists a function H which is continuous and C(1,2) on [0, T ]×Rn which satisfies

(6), (7) and which is sufficiently integrable, then H = V for (x, t) ∈ [0, T ]× Rn.

In this thesis we mainly consider optimization problems for which solutions of the HJB

equation can be found, and therefore verification theorems of this type appear frequently.
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The term “sufficiently integrable” normally depends on the problem to be solved and will

be described on a case to case basis.

The main method to solve the HJB equation, if possible, is the following: one finds

the optimal control π∗ in terms of the partial derivatives of V . In the context of portfolio

optimization problems, LπV is often quadratic in π, and hence this step is straight-

forward. One then substitutes this π∗ back into (6). The result is a highly non-linear

partial differential equation. It should therefore be pointed out, that in most cases, it

is not possible to solve the HJB equation in closed form. However if it can be solved,

we can get the optimal strategy from the representation of π∗ from the first step above,

which also applies if we get a numerical solution for U .

There are numerous variations and extensions of the stochastic optimization problem

covered here. Firstly, it is straightforward to define the value function not only in terms

of terminal wealth but also by consumption over time. The consumption process then

acts as a second control, apart from the trading strategy. Furthermore, the method is

not limited to cases when the state process is a diffusion. For example, Øksendal and

Sulem (2007) is a reference for optimal control of jump diffusions. Bensoussan (1992)

generalizes the setup to the situation when not all state variables are observable to the

controller.

In the context of portfolio optimization, the dynamic programming principle was first

used in Merton (1969). Since then, a lot of extensions and generalizations have been

published. To name a few, Davis and Norman (1990) include transaction costs into their

analysis, Korn (1999) introduce impulse controls, and Uppal and Wang (2003) include

model uncertainty from a robust investor’s point of view.
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0.5 Outline and Contributions of this Thesis

In this section we summarize the content of the chapters following this introduction and

explain their contributions. As explained in section 0.3, the main tool in indifference pric-

ing is portfolio optimization. Besides introducing some more or less standard notation,

we examine two portfolio optimization problems in chapter 1. The first of these problems

is an investment problem which was first treated in Merton (1969) and can be found in

many standard textbooks. In this thesis we will call it the standard Merton investment

problem, and we recall it for the reader’s convenience. It considers a market with a money

market account and a number of risky assets modeled by geometric Brownian motions.

The investor’s goal is to maximize expected utility of his terminal wealth.

The second investment problem is a slight variation of the first, and it seems (to G.

Sigloch’s best knowledge) not to be covered in the literature. The market still consists of

a money market account and a number of risky assets, but one of these assets is assumed

to be defaultable. Default is triggered by the switching of a Poisson process independent

of the driving Brownian motions. Since default cannot be anticipated in this setup, the

investor loses the money invested in the defaultable stock. We show that the resulting

optimization problem leads to an ordinary differential equation which cannot be solved

analytically, but fairly easily by using numerical methods.

Chapter 2 uses utility indifference pricing to price corporate bonds and credit default

swaps in a simple reduced form model. We consider a market with a money market

account, one risky, default-free asset (e.g. a stock index) and a defaultable asset, which

is assumed to be the reference entity’s stock. As in the second part of chapter 2, default is

triggered by the switching of an independent Poisson process. We consider two different

scenarios: in the first case, the investor is not allowed to invest in the defaultable stock,

while in the second case, the investor does not have this restriction. However if the

stock defaults, he loses the money invested in it. The results obtained for bond yields

and CDS spreads show significant differences. This is a clear confirmation, that the
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indifference price of credit instruments (or derivatives in general) does not only depend

on the investors risk aversion, but also strongly on the available tradable assets in which

he is allowed to invest.

There are certainly more sophisticated and complicated reduced-form models than

the one described above. Since the focus of this thesis is on structural models of default,

we do not pursue them here. Sircar and Zariphopoulou (2007) is one example where the

authors analyze the effect of risk aversion of single and two-name cases within a reduced

form approach, and more general, in a hybrid model. In Sircar and Zariphopoulou (2009)

the same authors apply indifference pricing to CDOs, also in reduced-form and hybrid

models. However, both these papers lack the realism that upon default the investor loses

the money he had invested in the firm’s stock.

Chapter 3 addresses indifference pricing in a simple structural framework. The origi-

nal version of this chapter was Jaimungal and Sigloch (2008), a paper which was submit-

ted and accepted for presentation for the Bachelier Congress 2008. However, we withdrew

the paper, since only a very short time before, Leung, Sircar, and Zariphopoulou (2008)

introduced a very similar setup. In this paper, the authors consider a market model with

a money market account and a defaultable risky asset, and use utility indifference pricing

to price defaultable bonds on this risky asset. In that work, the firm’s stock price and its

asset value are modeled as correlated geometric Brownian motions. However, in contrast

to previous models, although the asset value is assumed observable, it is not tradable.

We extend the model in Leung, Sircar, and Zariphopoulou (2008) in several aspects.

Firstly, there is no reason to assume that the defaultable stock is the only available

tradable asset. A real world investor is always able to invest in many liquid stocks,

and more importantly, investors will try to diversify their portfolios. As a consequence,

we consider a market in which the investor also trades in a correlated non-defaultable

index. This setting can easily be extended to several default-free risky assets, but we

will not do this here. Secondly, experience shows that it is not reasonable to assume
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that default of a company can be completely anticipated. Consequently, we assume that

after a credit worthiness index (CWI; comparable to the firm value in Leung, Sircar, and

Zariphopoulou (2008)) crosses a certain threshold D, the state of the company changes

from healthy to distressed. At this point the company does not default, and instead enters

a state of financial distress, in which default is now triggered by an exogenous Poisson

process. In this context, D can be interpreted as a rough upper estimate of an otherwise

unknown default barrier, after whose hitting investors become nervous and withdraw

their investments from the firm. Another interpretation of D is that of the level at which

rating agencies downgrade the credit rating of the company. The model presented is

therefore not a pure structural model, but a hybrid model in the sense that we have two

different regimes for the state of the reference entity.

The methods to solve the highly non-linear HJB equations in this chapter were first

introduced by Zariphopoulou (2001) and used in the context of substitute hedging in

Henderson and Hobson (2002b). These papers however only consider the case with one

tradable asset, and it is interesting to see that the method can be generalized to the case

of several tradable assets.

Chapters 4 and 5 form the heart of this thesis. The model introduced in chapter 3 as

well as the simple structural model in Black and Cox (1976) both have the unsatisfying

property that credit spreads tend to 0 for short maturities. The reason for this behavour

is quite obvious: Since both the CWI (or the firm value) and the critical barrier D are

observable, the firm’s survival can be anticipated for short times to maturity, if the CWI

is above D at the present point in time. In reality however, non-zero credit spreads are

observed even for short maturities. To explain non-zero credit spreads for short maturities

in structural models, Duffie and Lando (2001) and Giesecke (2006) introduced models

where the investor is only given partial information on model parameters. One possibility

presented in the latter paper, and which we will adopt in chapter 4, is to assume that

the critical barrier D is invisible, i.e. modeled as a time-invariant random variable. The
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information given to the investor is then given by the paths of the tradable assets and

the CWI up to the current time, as well as whether or not default has occurred yet –

however, if the firm is still alive, he cannot observe how far away the barrier D still is.

Very interestingly, the method for solving the HJB equations from chapter 3 still works

in this setup, and it turns out that after simplifying, we have to find a function which

solves a system of coupled heat equations. This solution has to be found numerically,

which is subject to future research.

In chapter 5 we address the very real fact that some model parameters may be un-

certain. In particular, this concerns the CWI since usually the perceived health of a

company can only be fully observed a few times a year, e.g. when the firm publishes its

earnings. While it would be desirable to introduce the CWI as an unobservable quan-

tity, in the indiffernce pricing setting this would lead to a highly non-tractable problem.

Instead, we take a different approach.

We follow ideas from Anderson, Hansen, and Sargent (2000), Maenhout (2004) and

Uppal and Wang (2003), who introduce model uncertainty to portfolio optimization

problems. We assume that the investor has a rough estimate P for the real-world mea-

sure, but due to model uncertainty he is also willing to consider alternative equivalent

measures. We adapt methods from robust portfolio optimization and augment the op-

timization problem to incorporate a minimax problem where one maximizes expected

penalized utility of terminal wealth over all admissible trading strategies while minimiz-

ing over a set of measures equivalent to the historical one. The penalty as together with

the minimization act as a control on how far from the original measure the investor is

willing to deviate. Even though the HJB equations are significantly more complicated

due to the underlying min-max problem, we derive closed form solutions. Moreover, we

examine how the bond yields and CDS rates behave under this model as uncertainty

increases/decreases.

The contents of chapter 6 was the project which started the research for this thesis. In
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a model similar to the one in Merton (1974), we use indifference pricing to price a credit

default swap. It is different and almost independent from the previous chapters, because it

assumes discrete-time payments and discrete-time monitoring of default, while in previous

chapters both was done in continuous time. The methodology is very similar as before

and should be no surprise at this point. However the value function of the optimization

problem corresponding to an investment in the CDS is now defined piecewise, due to

the discrete monitoring. The main part is to derive an explicit expression for this value

function and to compare the resulting indifference CDS spread to the risk-neutral spread.

Chapter 7 finally concludes this thesis. It summarizes the results and gives an

overview over possible directions for future research.



Chapter 1

Preliminaries

In this chapter we introduce some basic concepts and notation in portfolio optimization.

In section 1.1 we review the well-known Merton optimization problem with n tradable

risky, but default-free assets, which can be found in many standard textbooks. In section

1.2 we discuss a variation in which one of the stocks is defaultable.

1.1 The Merton Investment Problem with Exponen-

tial Utility

We examine the scenario in which there are n tradable risky assets S(1), . . . , S(n), as

well as a risk-free asset Mt (the money market account). The risky assets are modeled

as correlated geometric Brownian motions with constant coefficients, i.e.

dS
(i)
t = S

(i)
t

(
µi dt+ σi dB

(i)
t

)
, i = 1, . . . , n.

The covariance matrix of S(1), . . . , S(n) is denoted by Ω. The underlying filtered proba-

bility space is denoted by (Ω,F , (Ft),P). In this basic setup we typically assume that

Ft = σ
(
{B(1)

s , . . . , B(n)
s : 0 ≤ s ≤ t} ∪ N

)
,

23
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where N is the collection of subsets of Ω of measure 0. The filtration (Ft) satisfies

the usual conditions: it is right-continuous, increasing, and F0 contains all the sets of

measure 0.

Let an Ft-adapted process πt =
(
π

(1)
t , . . . , π

(n)
t

)
be given. We interpret π

(i)
t as the

dollar amount invested in S(i) at time t. Then we model the corresponding wealth process

Wπ
t corresponding to π as the process given by the controlled SDE

dWs =
[
(µ− r)Tπs + r Ws

]
ds+

n∑
i=1

π(i)
s σi dB

(i)
s , (1.1)

provided that this SDE has a unique strong solution for any initial condition Wπ
t = w .

It follows from Yong and Zhou (1999), chapter 6, that this is the case, if the condition∫ T

0

π2
t dt <∞ a.s.

Moreover, in this case we can represent this solution by the variation of constant formula

Wπ
s = er(s−t)

(
w + (µ− r)

∫ s

t

e−r(s̃−t)πs̃ ds̃+
n∑
i=1

σi

∫ s

t

e−r(s̃−t)π
(i)
s̃ dB

(i)
s̃

)
. (1.2)

Throughout this thesis we will normally write only Wt instead of Wπ
t , if confusion is

unlikely.

We define the value function V as

V (w,S, t) , sup
π∈A

E [u(WT ) | Wt = w, St = S] . (1.3)

Here St = (S
(1)
t , . . . , S

(n)
t ), S = (S(1), . . . , S(n)) ∈ Rn, and A is the set of admissible

trading strategies to be defined below.

Definition 2. An Ft-adapted process πt =
(
π

(1)
t , . . . , π

(n)
t

)
is called an admissible trading

strategy, if

(i) ∫ T

0

π2
t dt <∞ a.s.,

(ii)

E
∫ T

0

π2
t

(
e−γe

r(T−t)Wπ
t

)2

dt <∞.
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Due to condition (ii) the process

Yt , e−γe
r(T−t)Wπ

t

is an Ito process for all π ∈ A (i.e. the drift and volatility terms are sufficiently inte-

grable), which has the dynamics

dYt = Yt

[
−γer(T−t) (µ− r)T πt +

1

2
γ2
(
er(T−t)

)2
πTt Ωπt

]
dt+

+ Yt
(
−γer(T−t)

) n∑
i=1

π
(i)
t σi dB

(i)
t .

Any trading strategy which, instead of satisfying (i) and (ii), is almost surely bounded,

satisfies the conditions in definition 2. This easily follows from equation (1.2). This

has two consequences. The optimal trading strategies we obtain for our optimization

problems at hand are always almost surely bounded, and hence are admissible in the

sense of definition 2 or of the analogous definitions in future chapters. Secondly, one

could replace conditions (i) and (ii) by requiring that any admissible strategy be bounded

almost surely.

It is straightforward to see that for a given initial condition Wt = w, for any admissible

trading strategy the wealth process depends on the increments B
(i)
s −B(i)

t (s ≥ t), but is

independent of the initial condition S. Therefore, V = V (w, t) is a function of w and t

only.

The corresponding HJB equation is
∂tV + sup

π∈Rn
LπV = 0,

V (w, T ) = u(w), w ∈ R,

where

LπV = rw ∂wV +
1

2
πTΩπ ∂wwV + πT (µ− r)∂wV.

The maximum is attained at π∗t = − ∂wV
∂wwV

Ω−1(µ− r) and hence the PDE becomes

∂tV + rw∂wV −
1

2
(µ− r)TΩ−1(µ− r)

(∂wV )2

∂wwV
= 0,
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subject to the same boundary condition.

This problem has the solution

V (w, t) = −1

γ
eatw+bt , (1.4)

where

at = −γer(T−t), bt = −1

2
(µ− r)TΩ−1(µ− r)(T − t).

Throughout this thesis we will stick to these definitions of at and bt. If we denote the

market price of risk of S(1), . . . , S(n) by Λ, then Λ2 = (µ − r)TΩ−1(µ − r), and we

can rewrite bt = −1
2
Λ2(T − t). It is noteworthy that the only dependence of V on the

dynamics of the risky assets comes in through Λ.

From the computations above it follows that the candidate for an optimal strategy is

given by

π∗t =
1

γer(T−t)
Ω−1(µ− r).

Note that this strategy is constant up to the factor e−r(T−t).

From the definition of V as in (1.3) it is not clear that V is in fact smooth. However,

since we have determined a solution of the corresponding HJB equation (1.1) explicitly,

we can apply the following verification theorem:

Theorem 2. If there exists a function H(w, t) which is continuous and C2,1 on R× [0, T ]

and solves equation (1.1) and which satisfies

E
∫ T

0

π2
t (∂wH(Wπ

t , t))
2 dt <∞

for all π ∈ A. Moreover, suppose that for all (w, t) ∈ R × [0, T ] there exists π∗ =

π∗(w, t) ∈ Rn such that

Lπ∗H = sup
π∈Rn

LπH

and such that the process defined by π∗t = π∗(Wt, t) is an admissible trading strategy.

Then V (w, t) = H(w, t) for (w, t) ∈ R × [0, T ], and π∗ is an optimal strategy, i.e.

V (w, t) = E[u(Wπ∗
T )

∣∣ Wπ∗
t = w ].
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It is easy to check that the solution of the HJB equation as found in equation (1.4)

satisfies the conditions in the verification theorem. In particular, since

∂wV = er(T−t) ebt e−γe
r(T−t)w,

V satisfies the integrability condition for ∂wV from the verification theorem, due to

condition (iii) in definition 2.

1.2 The Merton Problem with a Defaultable Stock

We examine the scenario in which there are n tradable risky assets S(1), . . . , S(n), as

well as a risk-free asset Mt (the money market account). As before, the risky assets

are modeled as correlated geometric Brownian motions with constant coefficients. The

difference to the standard Merton problem from the previous section is, that one of the

assets, say S(n), is assumed to be defaultable, while the remaining risky assets are default

free. Default is modeled by the switching of a Poisson process Nt such that N0 = 0 with

intensity κ, which is assumed to be constant. The analysis of the problem can easily be

generalized to a deterministic, time-dependent default rate κt, but we will not do this

here for notational reasons.

Let τd denote the default time, i.e. τd , inf{t ≥ 0 : Nt = 1}.

For t < τd, the investor invests in all the risky assets as well as the money market

account. Upon default, the value of S(n) drops to 0, and consequently he only invests in

the default free assets for t ≥ τd. Additionally, since default cannot be anticipated, he

also loses the money he has invested in S(n) at time t.

Because of the distinctive role of S(n) it is convenient to write the covariance matrix

Ω of the risky assets in the form

Ω =

 Ω ω

ωT σ2
n

 .
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Furthermore, we let µ = (µ1, . . . , µn−1)T , r = (r, . . . , r) ∈ Rn−1, λ2 = (µ−r)TΩ
−1

(µ−

r) be the (n− 1)-dimensional analogues of µ, r and Λ2.

Let π
(i)
t be the dollar amount in S(i) at time t. Then we model the wealth process Wt

corresponding to a trading strategy π by the dynamics

dWt =


[
(µ− r)Tπt + r Wt

]
dt+

∑n
i=1 π

(i)
t σi dB

(i)
t , t < τd,[

(µ− r)Tπt + r Wt

]
dt+

∑n−1
i=1 π

(i)
t σi dB

(i)
t , t > τd,

subject to the condition

Wτd = Wτ−d
− π(n)

τd
.

At any point in time t it is reasonable to assume that the investor has full information

on the stock prices S
(1)
s , . . . , S

(n)
s for 0 ≤ s ≤ t, but also whether or not S(n) has defaulted

yet. Therefore we model the state of information given to the investor as the filtration

(Ft) with

Ft , σ
({
B(1)
s , . . . , B(n)

s : 0 ≤ s ≤ t
}
∪ {t ≥ τd} ∪ N

)
.

We now define the set of admissible trading strategies, which we denote by A again

for convenience, even though this set is different from the set A from section 1.1. In the

setup of this section it would be wrong to define an admissible strategy as an Ft-adapted

process, because in this case at time τd, the investor could take into account the default

of S(n) when making his investment decision, which is not realistic. We will therefore

define an admissible trading strategy as Ft-predictable instead.

Definition 3. An Ft-predicted process πt =
(
π

(1)
t , . . . , π

(n)
t

)
is called an admissible trad-

ing strategy, if

(i)

π
(n)
t = 0 for t > τd,

(ii) ∫ T

0

π2
t dt <∞ a.s.,
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(iii)

E
∫ T

0

π2
t

(
e−γe

r(T−t)Wπ
t

)2

dt <∞.

As in the standard Merton investment problem, we define the value function as

U(w,S, t) , sup
π∈A

E [u(WT ) | Wt = w, St = S, t < τd] ,

and as before it is easy to see that the wealth process is independent of S. Therefore,

U = U(w, t) is a function of w and t only.

This time corresponding HJB equation is

∂tU + rw ∂wU + sup
π∈Rn

{
1

2
πTΩπ ∂wwU + πT (µ− r) ∂wU+

+ κ
[
V (n−1)(w − π(n)

t , t)− U
]}

= 0,

U(w, T ) = u(w), w ∈ R.

(1.5)

Here V (n−1) is the value function corresponding to an investment in S(1), . . . , S(n−1)

and the money market account only. The difference to the HJB equation in section 1.1

is the last term on the left hand side, which accounts for a possible switch from the

original investment problem to the standard Merton problem with n− 1 risky assets and

a simultaneous loss of π
(n)
τd dollars. From section 1.1 it follows that

V (n−1)(w, t) = u(wer(T−t)) · e−
1
2
λ2(T−t).

In the following we will solve (1.5). As in section 1.1 there is a verification theorem

stating that the solution coincides with the value function U . This verification theorem

can be found in more general form in appendix 2.A.

To simplify the given ODE, we make an ansatz of the form U(w, t) = u(wer(T−t)) g(t).

Then g satisfies the equation
g′ − κg + inf

π∈Rn

{
πT (µ− r)atg +

1

2
πTΩπ a2

tg + κe−
1
2
λ2(T−t) · e−atπ

(n)
t

}
= 0

g(T ) = 1.

(1.6)
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It is not obvious that this differential equation has a classical solution on [0, T ]. If such

a solution exists, we expect it to be positive, because U is obviously always negative. In

the following we will assume that (1.6) in fact has a (unique) classical positive solution.

We will derive several properties that this solution has to satisfy, and rigorously prove

its existence afterwards.

Letting π̃t = atπt = −γer(T−t)πt, we have to minimize the function

f(π̃) = π̃T (µ− r) g +
1

2
π̃TΩπ̃ g + κe−

1
2
λ2(T−t) · e−eπ(n)

.

The first order condition for obtaining the infimum is

(µ− r) g + Ωπ̃ g + κe−
1
2
λ2(T−t) ·



0

...

0

−e−eπ(n)


= 0. (1.7)

As long as g > 0, f is a convex function in π, and hence every solution of (1.7) corresponds

to a global minimum of f .

To solve this equation, we define

A =

 Ω
−1

0

0T 1

 ,

so that we have

AΩ =

 I Ω
−1
ω

ωT σ2
n

 .

Multiplying equation (1.7) by A therefore yieldsΩ
−1

(µ− r)

µn − r

 g +

 I Ω
−1
ω

ωT σ2
n

 π̃g + κe−
1
2
λ2(T−t)

 0

−e−eπ(n)

 = 0.

The first n− 1 components yield the equation

Ω
−1

(µ− r) +


π̃(1)

...

π̃(n−1)

+ Ω
−1
ωπ̃(n) = 0
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and hence 
π̃(1)

...

π̃(n−1)

 = −Ω
−1

(µ− r)−Ω
−1
ω π̃(n). (1.8)

Note that this relation also holds in the standard Merton problem. The difference is the

equation that π̃(n),∗ satisfies. The last line reads

(µn − r)g + ωT


π̃(1)

...

π̃(n−1)

 g + σ2
nπ̃

(n)g − κe−
1
2
λ2(T−t) · e−eπ(n)

= 0.

Using the previous equation, we get the following equation for π̃(n):

(µn − r)g −ωTΩ
−1

(µ− r) g +
(
σ2
n − ωTΩ

−1
ω
)
g π̃(n) − κe−

1
2
λ2(T−t) · e−eπ(n)

= 0. (1.9)

To show that for g > 0 this equation has exactly one solution π̃(n),∗, we need the following

Lemma 3.

σ2
n − ωTΩ

−1
ω > 0

Proof. Recall that

Ω =

 Ω ω

ωT σ2
n

 ,

and that we assume Ω to be strictly positive definite. By the result from appendix 1.A,

the bottom right entry of Ω−1 is given by (σ2
n − ωTΩ

−1
ω)−1. Since Ω−1 is positive

definite, this entry has to be positive, which proves the lemma.

It follows that the left hand side of (1.9) is an increasing continuous function in π̃(n)

with limit∞ as π̃(n) →∞ and with limit −∞ as π̃(n) → −∞. Therefore we immediately

get

Lemma 4. For every g > 0, equation (1.9) has a unique solution π(n),∗.
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Substituting into (1.8) then yields the remaining components π̃(1),∗, . . . , π̃(n−1),∗ of

the optimal trading strategy.

It is possible to write π̃(n),∗ in terms of the Lambert W -function, the inverse function

of xex for x ≥ 0. We let L (instead of W ) denote the Lambert W -function for notational

purposes. If we let

A , (µn − r)− ωTΩ
−1
ω(µ− r), B , σ2

n − ωTΩ
−1
ω, x , π̃(n),∗, (1.10)

then (1.9) becomesAg+Bgx−κe− 1
2
λ2(T−t)·e−x = 0. This can be rewritten as

(
x+ A

B

)
ex+A

B =

κe−
1
2λ

2(T−t)

Bg
e
A
B . The result is

π̃(n),∗ =L

(
κe−

1
2
λ2(T−t)

Bg
e
A
B

)
− A

B

=L

 κe−
1
2
λ2(T−t)[

σ2
n − ωTΩ

−1
ω
]
g

exp

{
(µn − r)− ωTΩ

−1
ω(µ− r)

σ2
n − ωTΩ

−1
ω

}−
− (µn − r)− ωTΩ

−1
ω(µ− r)

σ2
n − ωTΩ

−1
ω

. (1.11)

It is interesting to observe that there exists a value for κ such that π
(n),∗
t = 0 for all

t ∈ [0, T ]. This value is given by

κ0 = (µn − r)− ωTΩ
−1

(µ− r),

and for this value of κ we have g(t) = e−
1
2
λ2(T−t) and hence U = V (n−1). We can interpret

this as the fact that when κ = κ0, the additional opportunity of investing in S(n) is

neutralized by the default risk and the associated loss of π(n),∗.

Furthermore, it is worth noting that κ0 is the expected excess return rate (over r)

under the minimal entropy martingale measure for S(1), . . . , S(n), i.e. the measure Q

which is equivalent to P, under which S(1), . . . , S(n) grow at rate r, and whose entropy

with respect to P is minimized among all such measures.

Even though it is not possible to obtain the solution of the ODE (1.6), we can imme-

diately determine an upper and a lower bound for g (and hence an upper bound for the
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value function U). Obviously,

inf
π∈Rn

f(π) ≥ g infeπ∈Rn

{
π̃(µ− r) +

1

2
π̃TΩπ̃

}
= −g · 1

2
(µ− r)TΩ−1(µ− r) = −1

2
Λ2 g. (1.12)

Then a lower bound for g is given by the solution h1 of the ODE
h′ −

(
κ+

1

2
Λ2

)
h = 0,

h(T ) = 1,

i.e. h1(t) = e−(κ+ 1
2

Λ2)(T−t).

On the other hand,

inf
π∈Rn

f(π) ≤ inf
(π(1), ..., π(n−1))∈Rn−1

f(π(1), . . . , π(n−1), 0)

= −g · 1

2
(µ− r)TΩ

−1
(µ− r) + κe−

1
2
λ2(T−t)

= −1

2
λ2 g + κe−

1
2
λ2(T−t). (1.13)

Therefore an upper bound for g is given by solution h2 of the ODE
h′ −

(
κ+

1

2
λ2

)
h = −κe−

1
2
λ2(T−t)

h(T ) = 1,

i.e. h2(t) = e−
1
2
λ2(T−t). This result is intuitively clear, since V (n−1), the value function of

the Merton problem corresponding to an investment in S(1), . . . , S(n−1) only, is a lower

bound for the value function U .

We are now ready to prove

Theorem 5. Equation (1.6) has a unique solution g on the interval [0, T ], and this

solution satisfies

e−
1
2

(κ+Λ2)(T−t) ≤ g(t) ≤ e−
1
2
λ2(T−t)

for all t ∈ [0, T ].
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Proof. It is straightforward to see that the proof also holds for t ∈ (−∞, T ], and with a

very slight modification for t ∈ R. Since the it is a variation of the standard existence

and uniqueness theorem for ODEs, we only sketch the proof.

Consider the complete Banach space B = C([0, T ], ‖ · ‖∞), and define the closed

subset

S ,
{
g : [0, T ]→ R

∣∣∣ e− 1
2

(κ+Λ2)(T−t) ≤ g(t) ≤ e−
1
2
λ2(T−t)

}
.

We define an operator Ψ : S → B by

Ψ(g)(t) , 1+

∫ T

t

−κg(s)+ infeπ∈Rn

{
π̃T (µ− r) g(s) +

1

2
π̃TΩπ̃ g(s) + κe−

1
2
λ2(T−s) · e−eπ(n)

}
ds.

(1.14)

By lemma 4, Ψ is well-defined. Using the inequalities (1.12) and (1.13) it is straightfor-

ward to check that for g ∈ S, we have e−
1
2

(κ+Λ2)(T−t) ≤ Ψ(g)(t) ≤ e−
1
2
λ2(T−t), and hence

Ψ maps S into itself.

We can write the integrand in equation (1.14) as

−κg(s) + (π̃∗)T (µ− r) g(s) +
1

2
(π̃∗)TΩπ̃∗ g(s) + κe−

1
2
λ2(T−s) · e−eπ(n),∗

with π̃∗ as in (1.11) and (1.8). It follows that the integrand satisfies a global Lipschitz

condition with respect to g for all elements in S. Starting with an arbitrary g0 ∈ S, we

define a sequence of elements in S by

gn+1 , Ψ(gn), n = 0, 1, 2, . . . ,

and a standard argument shows that this sequence converges uniformly to a function

g ∈ S which is a solution of equation (1.6).

Furthermore it is interesting to consider a slight variation of the previous problem.

Suppose that upon default of S(n) the investor does not restrict himself to an investment in

S(1), . . . , S(n−1) and the money market account, but replaces S(n) by another defaultable

stock with exactly the same dynamics as S(n). This could e.g. be the case when an
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investor constantly wants to hold a certain number of mostly solid stocks in his portfolio,

but in order to increase his expected return, he is willing to hold one defaultable stock

at any given time.

For this new setup we can interpret the wealth process as a controlled jump diffusion

(for details see e.g. Øksendal and Sulem (2007)). In this case, in analogy to (1.5) the

HJB equation for U becomes

∂tU + rw ∂wU + sup
π∈Rn

{
1

2
πTΩπ ∂wwU + πT (µ− r) ∂wU+

+ κ
[
U(w − π(n), t)− U

]}
= 0,

U(w, T ) = u(w), w ∈ R.

The substitution U(w, t) = u(wer(T−t)) g(t) then leads to the ODE for g
g′ − κg + g inf

π∈Rn

{
πT (µ− r)at +

1

2
πTΩπ a2

t + κe−atπ
(n)

}
= 0

g(T ) = 1.

(1.15)

Note that the term to be minimized above, π̃T (µ− r) + 1
2
π̃TΩπ̃ + κeeπ(n)

depends on t,

but not on g. As in the previous problem, we get the optimal strategy from the equations

(µn − r)− ωTΩ
−1

(µ− r) +
(
σ2
n − ωTΩ

−1
ω
)
π̃(n) − κe−eπ(n)

= 0,
π̃(1)

...

π̃(n−1)

 = −Ω
−1

(µ− r)−Ω
−1
ω π̃(n)

Consequently,

π̃(n),∗ = L
( κ
B
e
A
B

)
− A

B

with A, B are defined as in (1.10), and it follows that π̃∗ is constant. If we let

m , infeπ∈R

{
π̃(µ− r) +

1

2
π̃TΩπ̃

}
+ κe−eπ(n)

,

we get the solution

g(t) = e(m−κ)(T−t),

i.e. a similar result as in the standard Merton problem with 1
2
Λ2 replaced by κ−m.
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1.A Appendix: The Inverse of a Symmetric Matrix

The result from this appendix was used in section 1.2 and will be used several times in

later sections. Given a symmetric matrix X ∈ R(m+n)×(m+n) in block form,

X =

 A B

BT C

 ,

with A ∈ Rm×m, B ∈ Rm×n, C ∈ Rn×n, A and C symmetric and regular, we are

interested in a representation for X−1.

We define the lower triangular matrix

L =

 I O

−BTA−1 I

 .

Then

LXLT =

 A O

OT −BTA−1B +C

 . (1.16)

Hence

L−TX−1L−1 =

A−1 O

OT
(
−BTA−1B +C

)−1

 ,

and therefore

X−1 =

 A−1 +A−1B
(
−BTA−1B +C

)−1
BTA−1 −A−1B

(
−BTA−1B +C

)−1

−
(
−BTA−1B +C

)−1
BTA−1

(
−BTA−1B +C

)−1

 .

We note that the matrix multiplications in (1.16) correspond to using A to perform

row operations on X to get zeros in the lower left block, and to perform the analogous

column operations to get zeros in the upper right block.

However one can achieve the same result by using C instead of A. Defining

U =

 I −C−1B

OT I

 ,
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we get

UXUT =

A−BC−1BT O

OT C

 .

Similarly as before we get a second representation for X−1, namely

X−1 =

 (
A−BC−1BT

)−1 −
(
A−BC−1BT

)−1
BC−1

−C−1BT
(
A−BC−1BT

)−1
C−1 +C−1BT

(
A−BC−1BT

)−1
BC−1

 .

Obviously one can also combine these two representations. The most convenient one

for future purpose is

X−1 =

 (
A−BC−1BT

)−1 −A−1B
(
−BTA−1B +C

)−1

−
(
−BTA−1B +C

)−1
BTA−1

(
−BTA−1B +C

)−1

 .



Chapter 2

Indifference Pricing in a Reduced

Form Model

In this chapter we use utility indifference pricing to price defaultable bonds and credit

default swaps in a reduced form model. Default of the reference entity is triggered

by the switching of a Poisson process Nt with N0 = 0 and constant intensity κ. The

assumption that κ is constant is mainly for notational purposes – we can easily generalize

this setting for a time-dependent intensity κt. We assume that the investor can invest in

a non-defaultable risky asset I (e.g. a stock index), the reference entity’s stock S and the

money market account. We restrict ourselves to only one default free risky asset, because

as in sections 1.1 and 1.2 the results do not change significantly for a higher number of

default free stocks.

The reference entity’s default time is denoted by τd, formally

τd , inf{t ≥ 0 |Nt = 1}.

38
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I and S are assumed to have the dynamics

dIt = It

(
µ1 dt+ σ1 dB

(1)
t

)
, t ≥ 0,

dSt = St

(
µ2 dt+ σ2 dB

(2)
t

)
, 0 ≤ t < τd,

St = 0, t ≥ τd,

where B
(1)
t , B

(2)
t are correlated Brownian motions with dB

(1)
t dB

(2)
t = ρdt.

Throughout this chapter the recovery rate R of the defaultable bond is assumed to

be a time invariant random variable independent of the driving Brownian motions.

We consider two different scenarios. In section 2.1 we examine the case when the

investor does not invest in S at all, e.g. to avoid a possible loss due to default. This

setup has the advantage that it is fairly mathematically tractable. We can obtain an

explicit formula for bond prices and an implicit equation for CDS rates. In section 2.2

the investor is allowed to invest in both I and S. However, at time of default he loses the

money invested in S at time τd. In this case, we have to solve the resulting optimization

problems numerically, as the results in section 1.2 suggest.

2.1 Without Investment in the Defaultable Stock

2.1.1 The Defaultable Bond

The buyer of the bond receives a notional of F at maturity if the reference entity does not

default before the maturity date T , or receives a percentage R of the notional at default

if default occurs prior to maturity. For the seller of the bond the same rules apply, only

that he has to make the above payments instead of receiving them.

Below we consider the case of the bond buyer. The case for the seller can be easily

obtained by replacing F by −F . For later (e.g. equation (2.1)) we also let

R̃t , − 1

γFer(T−t)
log E e−γRFe

r(T−t)
,
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so that we have e−γR̃tFe
r(T−t)

= E e−γRFe
r(T−t)

.

If we let τ , τd ∧ T , we model the dynamics of the wealth process by

dW t =
[
(µ1 − r)π(1)

t + r W t

]
dt+ π

(1)
t σ1dB

(1)
t for 0 < t < τ and t > τ,

subject to W τ = W τ− +RF · I{τd ≤ T}+ F · I{τd > T}.

Any trading strategy can be characterized by π
(1)
t , the amount of money invested in

I at time t. The set of admissible trading strategies, again denoted by A, is therefore

defined as in definition 3 for n = 1. For convenience, in this section and section 2.1.2 we

only write π instead of π(1).

The value function V corresponding to an investment in the defaultable bond is

V (w, I, t) = sup
π∈A

E
[
u(W T ) | W t = w, It = I, t < τd

]
,

It is clear that V is independent of I, i.e. V = V (w, t). The corresponding HJB

equation is

∂tV + sup
π∈R

{
[rw + (µ1 − r)π] ∂wV +

1

2
σ2

1π
2∂wwV

}
+

+κ
[
V (w + R̃tF, t)− V

]
= 0,

V (w, T ) = u(w + F ), w ∈ R .

(2.1)

Recall that V is the value function for the standard Merton investment problem (see

equation (3.1)). The last term on the left hand side of (2.1) is due to a potential default

and the corresponding switch to the standard Merton problem. In addition, applying

the verification theorem from the appendix shows that any function satisfying equation

(2.1) coincides with the value function V .

Factoring out wealth (i.e. writing V (w, t) = u(w er(T−t)) g(t)) yields the following

equation for g:
g′ + inf

π∈R

{
(µ1 − r)πat g +

1

2
π2σ2

1a
2
t g

}
− κ g + κ e−

1
2
λ2(T−t)+R̃tFat = 0

g(T ) = e−γF .
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The infimum is attained at π(1),∗ = − µ1−r
2atσ2

1
= − 1

2at
λ2 (with λ = µ1−r

σ1
as before), which

leads to the linear ODE
g′ −

(
κ+

1

2
λ2

)
g + κ e−

1
2
λ2(T−t)+R̃tFat = 0

g(T ) = e−γF .

(2.2)

It is interesting to observe that even though the investor is exposed to a default

risk, the optimal investment strategy does not change compared to the standard Merton

investment problem. This is due to the fact that τd is independent of the stock price

processes and that the expected change in utility at time τd is deterministic. This however

will change in section 2.2, when the investor is also allowed to invest in the defaultable

stock S.

Letting κ̃ = κ + 1
2
λ2 and λ̃(t) = −1

2
λ2 (T − t) + R̃tFat for convenience, the solution

differential equation can be written as

g(t) = e−γF · e−κ̃(T−t) + eκ̃t
∫ T

t

κe−κ̃s+λ̃(s) ds

= e−γF · e−κ̃(T−t) + κeκt · e−
1
2
λ2(T−t) ·

∫ T

t

e−κs−R̃sFγe
r(T−s)

ds

= e−
1
2
λ2(T−t) ·

[
e−γF−κ(T−t) + κeκt

∫ T

t

e−κs−R̃sFγe
r(T−s)

ds

]
.

Interestingly, it is possible to rewrite this result in terms of an expectation over the

default time as follows:

g(t) = e−
1
2
λ2(T−t)E

[
exp

{
−γ
(
F I{τd>T} +RFer(T−τd) I{τd≤T}

)}∣∣ τh < t < τd
]
. (2.3)

It is pleasing that an expectation over the risky bond’s cash-flow accumulated to maturity

arises in this context. This is of course a specific realization of the general duality result

of Delbaen, Grandits, Rheinländer, Sampieri, Schweizer, and Stricker (2002). However,

this duality result is not so simple to apply in the healthy region.

The indifference price p of the bond is given by the equation V (w − p, t) = V (w, t)

yielding

p = − 1

at
ln
e−

1
2
λ2(T−t)

g(t)
= −1

γ
e−r(T−t) ln

(
e−γF · e−κ(T−t) + κ ·

∫ T

t

e−κ(s−t)−R̃sFγer(T−s) ds

)
.
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In Figure 2.1 we show the bond yield term structures with several levels of risk-

aversion for both the seller and the buyer. Notice that as risk-aversion increases the

buyer’s yield increases as a more risk-averse investor demands a lower price and therefore

a higher yield, while the opposite occurs for the seller. Interestingly, as the time to

maturity grows, the spread decreases.
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(a) Seller’s Yields
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(b) Buyer’s Yields

Figure 2.1: The seller’s and buyer’s indifference yields for varying levels of risk-aversion

in the distressed regime. The model parameters are: r = 0.05, µ1 = 0.08, σ1 = 0.2,

κ = 0.1 . The values of µ2, σ2 and ρ are irrelevant.

2.1.2 The Credit Default Swap

Now suppose that the investor sells (or purchases) a CDS and receives (or pays) a contin-

uous premium rate of A paid on a notional of F up until default time or maturity which

ever occurs first. If default occurs first, the investor provides (or receives) a random

payment of (1−R)F (with 0 ≤ R ≤ 1) and all future premium payments cease. Letting

τ , τd ∧ T as before, in this setup the wealth process has the dynamics

dW̃t =


[
(µ1 − r)π(1)

t + r W̃t + εAF
]
dt+ π

(1)
t σ1dB

(1)
t , 0 < t < τ,[

(µ1 − r)π(1)
t + r W̃t

]
dt+ π

(1)
t σ1dB

(1)
t , t > τ,

subject to W̃τ = W̃τ− − ε(1 − R)F · I{τd ≤ T}. Here ε = +1 for the seller of the CDS

and ε = −1 for the buyer.
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The value function Ṽ corresponding to an investment in the CDS is defined as

Ṽ (w, I, t) , sup
π∈A

E
[
u(W̃T )

∣∣∣ W̃t = w, It = I, τh ≤ t < τd

]
.

Then considering that Ṽ is independent of I, the HJB equation for the investor exposed

to the CDS risk is

∂tṼ + sup
π∈R

{
[rw + εAF + (µ1 − r)π] ∂wṼ +

1

2
σ2

1π
2∂wwṼ +

+κ
[
V (w − ε(1− R̃t)F, t)− Ṽ

]}
= 0 ,

Ṽ (w, T ) = u(w), w ∈ R,

(2.4)

where R̃t is defined as

R̃t = − 1

γεFer(T−t)
log E e−γεRFe

r(T−t)
.

Letting Ṽ (w, t) = u(wer(T−t)) g̃(t) leads to the following ODE for g̃:
∂tg̃ − (κ− εAF ) atg̃ + inf

π∈R

{
(µ1 − r)atg̃ +

1

2
π2σ2

1a
2
t g̃

}
+

+κe−
1
2
λ2(T−t)−ε(1−R̃t)at = 0

g̃(T ) = 1.

(2.5)

Again the infimum is attained at π∗ = − µ1−r
2atσ2

1
= − 1

2at
λ2 , which leads to the equation g̃′ −

(
κ+ 1

2
λ2 − εAFat

)
g̃ + κ e−

1
2
λ2(T−t)−ε(1−R̃t)Fat = 0

g(T ) = 1 .
(2.6)

This ODE has the solution

g̃(t) = e−
λ2

2
(T−t)

{
e−κ(T−t) · eεAF

R T
t audu +

∫ T

t

eεF(A
R s
t audu−(1−R̃s)as) κ e−κ(s−t) ds

}
.

This can be simplified slightly by noticing that
∫ s
t
audu = 1

r
(as − at); however, in its

current form a natural interpretation arises akin to the result for the risky bond’s value

function in the distress region. In particular, it is easy to see that

g̃(t) = e−
λ2

2
(T−t)E

[
exp

{
−γ
(
εFA

∫ τd∧T

t

er(T−u)du− εF (1−R)er(T−τd)Iτd≤T
)} ∣∣∣∣ t < τd

]
.
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Once again this is a specific realization of the general duality results of Delbaen, Grandits,

Rheinländer, Sampieri, Schweizer, and Stricker (2002).

Similar to the price of the defaultable bond, the indifference credit default swap spread

is defined as the value A = A(t) satisfying the equation Ṽ (w, t) = V (w, t), leading to the

equation

eκt+
εAF
r
at

∫ T

t

κe−κs−
εAF
r
as−ε(1−R̃s)Fas ds+ e−κ(T−t)+ εAF

r
(at+γ) = 1. (2.7)

This time however, we cannot determine A analytically, but have to use numerical meth-

ods.

The plots in figure 2.2 show the seller’s and buyer’s CDS rates in the distressed regime

using the same parameter values as in section 2.1.1, namely r = 0.05, µ1 = 0.08, σ1 = 0.2,

κ = 0.1, R = 0.3.
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Figure 2.2: The indifference CDS rate term structure for the buyer and seller in the dis-

tressed regime, determined from equation (2.7). See Figure 2.1 for the model parameters.

2.2 With Investment in the Defaultable Stock

In this section we consider the same setup as in section 2.1, except that the investor may

now invest in I, S and the money market. Consequently, the set A of admissible trading

strategies is defined as in definition 3 for n = 2. The method of solving the corresponding
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optimization problems is similar as in the previous section, however we have to determine

the solutions numerically. As in the previous section, we determine corporate bond prices

and CDS spreads.

2.2.1 The Defaultable Bond

Letting τ , τd ∧ T , the dynamics of the wealth process are now given by

dW t =


[
(µ− r)Tπ + r W t

]
dt+ σ1π

(1)
t dB

(1)
t + σ2π

(2)dB
(2)
t , t < τ,[

(µ1 − r)π(1)
t + r W t

]
dt+ π

(1)
t σ1dB

(1)
t , t > τ,

subject to

W τ = W τ− +
(
RF − π(2)

t

)
· I{τd ≤ T}+ F · I{τd > T}.

The value function U corresponding to an investment in the defaultable bond is

U(w, I, S, t) = sup
π∈A

E
[
u(W T ) | W t = w, It = I, St = S, t < τd

]
.

Note that in contrast to the previous section, U formally depends on S as well. However,

as before it can easily be seen that W t does not depend on I and S, and therefore the

corresponding HJB equation is

∂tU + sup
π∈R2

{[
rw + (µ− r)Tπ

]
∂wU +

1

2
πTΩπ ∂wwU +

+ κ
[
V (w − π(2) + R̃tF, t)− U

]}
= 0,

U(w, T ) = u(w + F ), w ∈ R .

(2.8)

The last term on the left hand side of this equation is due to a potential default and

the corresponding switch between the state of no default to the state of default with the

corresponding payment. In addition, applying the verification theorem from the appendix

shows that any sufficiently integrable function satisfying equation (2.8) coincides with the

value function U .
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Writing V (w, t) = u(w er(T−t)) g(t) this time yields the following equation for g:
g′ − κg + inf

π∈R2

{
(µ− r)πT atg +

1

2
πTΩπ a2

tg + κ e−
1
2
λ2(T−t)+(R̃tF−π(2))at

}
= 0

g(T ) = e−γF .

Similar to section 1.2, the optimal strategy is given implicitly by the equations

(µn − r)g − ωTΩ
−1

(µ− r) g +
(
σ2
n − ωTΩ

−1
ω
)
π̃(n) g − κe−eπ(n)−atR̃F = 0,

π̃(1)

...

π̃(n−1)

 = −Ω
−1

(µ− r)−Ω
−1
ω π̃(n),

which for n = 2 becomes

(µ2 − r)g − ρ
σ2

σ1

(µ1 − r)g + (1− ρ2)σ2
2π̃

(2)g − κe−eπ(2)−atR̃tF = 0

π̃(1) = − 1

σ2
1

(µ1 − r)− ρ
σ2

σ1

π̃(2).

In contrast to section 2.1, one can see from the formula in the first line that the optimal

strategy differs from the optimal strategies of both the standard Merton investment

problem and the investment problem with a defaultable stock (as in section 1.2).

Finally, the indifference price of the defaultable bond is given by

p = − 1

at
ln
U(t)

U(t)
= − 1

at
ln
g(t)

g(t)
, (2.9)

which we have to compute numerically in contrast to the case with no investment in the

defaultable stock.

Figure 2.2.1 shows the yield curves for varying levels of risk aversion according to

equation (2.9). The values of the functions g and g̃ were determined numerically using

the Matlab ODE45 solver. It is surprising to see the significantly different shape of the

yield curves compared to the ones in section 2.1.1. This difference obviously has to be

due to the investment opportunity in the defaultable stock, and it would be interesting

to get an intuitive understanding of this behaviour.
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(a) Buyer’s yields
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(b) Seller’s yields

Figure 2.3: The seller’s and buyer’s indifference yields for varying levels of risk-aversion

in the distressed regime. The model parameters are: r = 0.05, µ1 = 0.08, µ2 = 0.1,

σ1 = 0.2, σ2 = 0.25, ρ = 0.5, κ = 0.1, R = 0.3.

2.2.2 The Credit Default Swap

Letting τ , τd ∧ T as before, the dynamics of the wealth process are now given by

dW̃t =


[
(µ− r)Tπ + r W̃t + εAF

]
dt+ π

(1)
t σ1 dB

(1)
t + π(2)σ2 dB

(2)
t , t < τ,[

(µ1 − r)π(1)
t + r W̃t

]
dt+ π

(1)
t σ1 dB

(1)
t , t > τ,

subject to

Wτ = Wτ− −
(
ε(1−R)F + π

(2)
t

)
· I{τd ≤ T}.

The value function corresponding to an investment in the credit default swap is

Ũ(w, t) , sup
π∈A

E
[
u(W̃T ) | W̃t = w, t < τd

]
.

Then the HJB equation for the investor exposed to the CDS risk is

∂tŨ + sup
π∈R2

{[
rw + εAF + (µ− r)Tπ

]
∂wŨ +

1

2
πTΩπ ∂wwŨ +

+κ
[
V
(
w − ε(1− R̃t)F − π(2), t

)
− Ṽ

]}
= 0 ,

Ũ(w, T ) = u(w), w ∈ R .

(2.10)
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The substitution Ṽ (w, t) = u(wer(T−t)) g̃(t) leads to the following ODE for g̃:



∂tg̃ − (κ− εAF ) atg̃ + inf
π∈R2

{
(µ− r)Tπ atg̃ +

1

2
πTΩπ a2

t g̃ +

+ κe−
1
2
λ2(T−t)−(ε(1−R̃t)F+π(2))at

}
= 0

g̃(T ) = 1,

(2.11)

and the indifference CDS rate is again given by the implicit equation g̃(t;A) = g(t). Here

we have chosen the notation g̃(t;A) for g̃ to emphasize its dependence on the parameter

A.

The following plots show the buyer’s and seller’s CDS rates for the same parameters

as in section 2.2.1.
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(a) Buyer’s CDS rates
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Figure 2.4: The seller’s and buyer’s CDS rates for varying levels of risk-aversion in the

distressed regime. The model parameters are: r = 0.05, µ1 = 0.08, µ2 = 0.1, σ1 = 0.2,

σ2 = 0.25, ρ = 0.5, κ = 0.1, R = 0.3.
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2.A Appendix: Verification Theorems

In the sections 2.1 and 2.2 we determined the solutions of several optimization problems

by formally solving the corresponding HJB equations. In this appendix we verify that

these solutions indeed coincide with the value functions. We treat all cases simultaneously

(i.e. bond, CDS, with and without investment in the defaultable stock).

We assume the same model as in sections 2.1 and 2.2. Let τ , τd ∧ T . Then for

π ∈ A we assume that the wealth process Wt has the following dynamics:

dWt =


[
(µ− r)Tπt + r Wt + εAF

]
dt+ π

(1)
t σ1dB

(1)
t + π

(2)
t σ2dB

(2)
t , t < τ,[

(µ1 − r)π(1)
t + r Wt

]
dt+ π

(1)
t σ1dB

(1)
t , t > τ,

subject to

Wτ = Wτ− +
(
−π(2) +R1

)
· I{τ < T}+R2 · I{τ = T}.

A is a constant and corresponds to a continuous payment made (ε = −1) or received

(ε = +1) up to time τ , or making/receiving no continuous payments at all (ε = 0). R1

is a time-independent random variable independent of B
(1)
t , B

(2)
t and corresponds to a

payment made/received at time τd, if τd < T . Finally, R2 is a deterministic constant and

corresponds to a potential payoff at maturity T .

For t ∈ [0, T ] we let

U(w, I, S, t) = sup
π∈A

E[u(WT ) | Wt = w, It = I, St = S, t < τd].

If A is defined as in section 2.2, then U obviously is the same as the function U from

section 2.2.1 for the case of the defaultable bond and coincides with Ũ from section 2.2.2

in the case of the credit default swap. If we restrict A to strategies πt = (π
(1)
t , π

(2)
t ) such

that π
(2)
t = 0 for all t ∈ [0, T ], then U coincides with the value functions U from section

2.1.1 or Ũ from section 2.1.2.

Finally, if ε = R1 = R2 = 0, then U from above coincides with the function U from

section 1.2 for n = 2. Since the following theorem is almost identical for general n, it also



Chapter 2. Indifference Pricing in a Reduced Form Model 50

shows that the solution of the HJB equation in section 1.2 is indeed the value function

from this section.

In all cases, U is independent of I and S, i.e. U = U(w, t). We consider the corre-

sponding HJB equation,
∂tU + sup

π∈R2

{
LπU + κ

[
V
(
w − ε(1− R̃t)F − π(2), t

)
− Ṽ

]}
= 0,

U(w, T ) = u(w +R2), w ∈ R
(2.12)

R̃t =
1

γεer(T−t)
log E eγεR1er(T−t) ,

and LπU is given as

LπU =
[
rw + εAF + (µ− r)Tπ

]
∂wU +

1

2
πTΩπ ∂wwU

Here V is the value function for the standard Merton investment problem with one risky

asset. Moreover we let πMt be the corresponding optimal investment strategy.

Theorem 6. Suppose there exists a function H = H(w, t) which is a solution of (2.12)

for (w, t) ∈ R× [0, T ] and which satisfies

E
∫ T

0

π2
t (∂wH(Wπ

t , t))
2 dt <∞

for all π ∈ A. Moreover, suppose that for all (w, t) ∈ R × [0, T ] there exists π∗ =

π∗(w, t) ∈ R such that

Lπ∗H = sup
π∈Rn

LπH.

Assume that the trading strategy πt defined by

πt =


π∗(Wt− , t), t ≤ τd,

(πMt , 0), t > τd

is admissible. Then U = H for (w, t) ∈ R × [0, T ], and π is an optimal strategy, i.e.

U(w, t) = Et [u (W π
T )].
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Proof. Let H be as in the theorem, and let π be any admissible trading strategy. Instead

of Wt consider the continuous part of the wealth process, i.e. the process W
(c)
t satisfying

W
(c)
t =


Wt, t < τ,

Wt +
(
−π(2)

τ +R1

)
· I{τ < T}+R2 · I{τ = T}, t ≥ τ.

Then W
(c)
t is a diffusion and for t ∈ [0, τ) has the same dynamics as Wt. Hence Ito’s

lemma yields

H(W (c)
τ , τ) = H(w, t) +

∫ τ

t

(∂tH + LπH) ds+

∫ τ

t

∂wH
(
π(1)
s σ1 dB

(1)
s + π(2)

s σ2 dB
(2)
s

)
.

Since π is an arbitrary admissible strategy and noting that H solves the HJB equation,

we always have ∂tH + LπH ≤ −κ
[
V (w + R̃1 − π(2), t)−H

]
. Taking expectations on

both sides makes the stochastic integral on the right hand side vanish and therefore yields

H(w, t) ≥ Et H(W (c)
τ , τ) + Et

∫ τ

t

κ
[
V (W (c)

s + R̃1 − π(2), s)−H(W (c)
s , s)

]
ds.

Here we use the notation Et to abreviate the conditioning Wt = w.

Since the process Nt − κt is an Ft-martingale, we have

Et

∫ τ

t

κ
[
V (W (c)

s + R̃1 − π(2), s)−H(W (c)
s , s)

]
ds

= Et

∫ τ

t

[
V (W (c)

s + R̃1 − π(2), s)−H(W (c)
s , s)

]
dNs

= Et

[(
V (W (c)

τ + R̃1 − π(2), τ)−H(W (c)
τ , τ)

)
· I{τd ≤ T}

]
,

so we get

H(w, t) ≥ Et

[
H(W (c)

τ , τ) · I{τd > T}
]

+ Et

[
V (W (c)

τ + R̃1, τ) · I{τd ≤ T}
]
. (2.13)

If τd > T , then

H(W (c)
τ , τ) = H(W

(c)
T , T ) = u(W

(c)
T +R2) = u(WT ),

and if τd ≤ T , then obviously V (W
(c)
τ + R̃1− π(2), τ) = V (Wτ , τ) ≥ Eτu(WT ). Therefore,

(2.13) implies H(w, t) ≥ Et [u(WT )]. Since this holds for any admissible strategy, it
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follows that

H(w, t) ≥ U(w, t).

On the other hand, for π = π we get equality everywhere, and hence H(w, t) = U(w, t).



Chapter 3

Indifference Pricing in a Structural

Model of Default

3.1 Introduction

This section is an extension of the recent paper Leung, Sircar, and Zariphopoulou (2008),

in which the authors introduce a new structural model to price corporate bonds. The

reference entity’s stock price and its firm value are modeled as correlated geometric

Brownian motions, but in contrast to the common firm value models, the firm value is

observable, but not tradable. Default of the firm is triggered by the asset value hitting

a barrier D. The non-tradability of the firm’s asset value makes the market incomplete.

This contrasts with Sircar and Zariphopoulou (2007) where the authors analyze the effect

of risk aversion within a reduced form approach.

We are interested in addressing how risk aversion and model uncertainty affect bond

values and CDS rates. We adopt a similar setting to Leung, Sircar, and Zariphopoulou

(2008) in the sense that we assume that the health of a company is measured by a credit-

worthiness index (CWI; called the firm’s asset value in Leung, Sircar, and Zariphopoulou

(2008)). Since the health of a company is typically determined by more complex factors

53
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than the prices of its stocks and bonds, we assume that the CWI is not tradable. It is

natural that the company’s health will be correlated with its equity value, therefore we

assume the CWI is positively correlated to the firm’s stock price.

However we extend the model in Leung, Sircar, and Zariphopoulou (2008) in several

aspects. Firstly, there is no reason to assume that the defaultable stock is the only

available tradable asset. It is reasonable to assume that a real world investor is always able

to invest in many liquid stocks, and more importantly, investors will try to diversify their

portfolios. As a consequence, we consider a market in which the investor is additionally

allowed to invest in a correlated non-defaultable index. Secondly, experience shows that

it is not reasonable to assume that default of a company can be completely anticipated.

There are several ways to make the setup more realistic, one of which is to assume the

default barrier to be time invariant, but unobservable. This model will be discussed in

chapter 4. In this section, we consider an alternative setup: We assume that the barrier is

a visible constant D, but after the CWI crosses it, the state of the company changes from

healthy to distressed. At this point the company does not default yet, but enters a state

of financial distress, in which default is triggered by an exogenous Poisson process. The

model presented here is therefore not purely structural, but a hybrid model. Nevertheless,

in this section we focus on indifference pricing when the firm’s state is healthy, since the

model for the distressed state is the same as in chapter 2.

In potential future work, it would be interesting to consider the case where in the

distressed state the firm can either default or recover to the healthy state. This however

would make the model less analytically tractable.

In this context, D can be interpreted as a rough upper estimate of an otherwise

unknown default barrier, after whose hitting investors become nervous and withdraw

their investments from the firm. Another interpretation of D is that of the level at which

rating agencies downgrade the credit rating of the company.
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regime
distressed

in S
liquidate position

τh τd

D

T

S defaults

timehealthy regime

creditworthiness Ct

3.2 The Model

Let a certain threshold D > 0 be given. Assuming that the CWI is above D at time 0,

we first consider the state before the CWI hits D for the first time, which we shall call

the healthy regime from now on. We work on a filtered probability space (Ω,F , (Ft) ,P),

and let {(B(1)
t , B

(2)
t , B

(3)
t ) : 0 ≤ t ≤ T} denote dependent P-Wiener processes.

The non-defaultable index I, the reference entity’s defaultable stock S and the cred-

itworthiness index C are modeled as correlated geometric Brownian motions

dIt = It

(
µ1 dt+ σ1 dB

(1)
t

)
,

dSt = St

(
µ2 dt+ σ2 dB

(2)
t

)
,

dCt = Ct

(
ν dt+ η dB

(3)
t

)
with constant coefficients. For our purposes it is convenient to write the variance-

covariance matrix of I, S, C in the form Ω ω

ωT η2

 .

Here Ω is the variance-covariance matrix of I, S, and ω = (ρ13σ1η, ρ23σ2η), dB
(1)
t dB

(3)
t =

ρ13 dt, dB
(2)
t dB

(3)
t = ρ23 dt.
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Let

τh , inf{t : min
0≤s≤t

Ct = D}

be the first time that the CWI hits the threshold D. At this time S does not default yet.

However the investor realizes that from now on, the firm is in a state of financial distress.

As a consequence, he completely liquidates his investment in S and from thereon only

invests in the money market and the non-defaultable index. Since S has not defaulted

yet, it is resonable to assume that the investor can sell S at the current market price Sτh .

After Ct has hit D for the first time, the firm enters a state of financial distress,

which will be called the distressed regime from now on. In the distressed regime default

is triggered by the switching of a Poisson process Nt with Ns = 0 for s ∈ [0, τh] and

hazard rate κt after τh. After time τh, Nt is independent of the Brownian motions B
(1)
t ,

B
(2)
t , B

(3)
t . We let τd denote the first arrival time of Nt after time τh, i.e.

τd = inf{t > τh | Nt = 1}.

Since the investor has liquidated his position in the defaultable stock, the only sources

of randomness in this state are B
(1)
t , and Nt, if invested in credit derivatives.

In this section, the natural filtration generated by the Wiener processes and the

Poisson process is denoted F , {Ft : 0 ≤ t ≤ T} where

Ft = σ
(
{(B(1)

u , B(2)
u , B(3)

u , Nu) : 0 ≤ u ≤ t} ∪ N
)
.

For the distressed regime we could alternatively choose the model from 2.2, with

which we could avoid making the assumption that the investor liquidates his position in

S at time τd. The changes however would be minimal.

3.3 The Investment Problem

We now define the set of admissible trading A strategies for our model. As previously, we

require that an admissible strategy be Ft-predictable. Note that in the healthy regime
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this is the same as Ft-adaptedness, but not in the distressed regime.

Definition 4. An admissible trading strategy is an Ft-predictable process πt = (π
(1)
t , π

(2)
t )

satisfying the following:

(i)

π
(2)
t = 0 for t > τh,

(ii) ∫ T

0

π2
t dt <∞ almost surely,

(iii)

E
∫ T

0

π2
t

(
e−γe

r(T−t)Wπ
t

)2

dt <∞.

We begin by maximizing the investor’s terminal expected utility of wealth in the two

regimes. When the investor is not invested in any credit derivatives, the dynamics of the

wealth process are given by

dWt =


[
(µ− r)Tπt + r Wt

]
dt+ π

(1)
t σ1 dB

(1)
t + π

(2)
t σ2 dB

(2)
t , t < τh,[

(µ1 − r)π(1)
t + r Wt

]
dt+ π

(1)
t σ1dB

(1)
t , t > τh,

subject to Wτh = Wτ−h
. Note that in this setup, the investor is not exposed to any default

risk.

We start with utility maximization the distressed regime. Since the investor is not

exposed to any default risk, he is in the situation of the standard Merton investment

problem with a money market account and the risky asset I, whose value function is

V (w, t) = −1

γ
eatw−

1
2
λ2(T−t), (3.1)

using the notation at = −γer(T−t) and λ = µ1−r
σ1

.

Now we maximize expected terminal utility in the healthy regime through investment

in the index I, the defaultable asset S and the money-market account.

We define the value function

U(w, I, S, C, t) = sup
π∈A

E [u(WT ) | Wt = w, It = I, St = S, Ct = C, t < τh] .
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Note that U is defined on the domain D , R× [0,∞)2 × [D,∞)× [0, T ].

A standard argument shows that assuming U to be sufficiently regular, we expect U

to satisfy the partial differential equation
∂tU + sup

π∈R2

LπU = 0,

U(w, I, S, C, T ) = u(w), w ∈ R, C > D,

U(w, I, S,D, t) = V (w, t), w ∈ R, t ∈ [0, T ],

(3.2)

where LπU = KU +KπU and

KU , rw ∂wU + µ1I ∂IU + µ2S ∂SU + νC ∂CU +
1

2
σ2

1I
2 ∂IIU +

1

2
σ2

2S
2 ∂SSU +

+
1

2
η2C2 ∂CCU + ρ12σ1σ2IS ∂ISU + ω1IC ∂ICU + ω2SC ∂SCU,

KπU ,
1

2
πTΩπ ∂wwU + πT

[
(µ− r)∂wU + Ω(I ∂wIU, S ∂wSU)T + ωC ∂wCU

]
.

The first boundary condition in (3.2) is the obvious terminal condition, and the second

boundary condition is due to the firm’s switching to the distressed regime at time τh.

It is straightforward to see that U is independent of I and S, i.e. U(w, I, S, C, t) =

U(w,C, t). Therefore the two terms above simplify to

KU = rw ∂wU + νC ∂CU +
1

2
η2C2 ∂CCU,

KπU =
1

2
πTΩπ ∂wwU + πT [(µ− r) ∂wU + ωC ∂wCU ] .

Furthermore, a standard verification theorem (see appendix 3.A) shows that the so-

lution of (3.2) coincides with the value function U .

The first order condition for the optimal investment in the risky assets π is

Ω ∂wwU π = −(µ− r) ∂wU − ωC ∂wCU ,

which yields

π∗ = − 1

∂wwU
Ω−1 [(µ− r) ∂wU + ωC ∂wCU ] .
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Due to the exponential utility assumption, wealth can be removed from (3.2) by

writing U(w,C, t) = u
(
w er(T−t)

)
g(C, t), and we get

∂tg + νC∂Cg +
1

2
η2C2∂CCg−

− 1

2g
[(µ− r)g + ωC ∂Cg] Ω−1 [(µ− r)g + ωC ∂Cg] = 0

g(D, t) = e
− (µ1−r)

2

2σ2
1

(T−t)
,

g(C, T ) = 1 .

Finally, very much like in Zariphopoulou (2001) and Henderson and Hobson (2002b)

we make a substitution of the form

g(C, t) = Gβ(ln
C

D
, T − t) e−

1
2

Λ2 (T−t),

where

Λ2 = (µ− r)TΩ−1(µ− r)

and β is chosen such that the resulting PDE for G becomes linear. The PDE for G is

−∂τG+

(
ν − 1

2
η2 − ωTΩ−1(µ− r)

)
∂xG+

1

2
η2 ∂xxG+

1

2

(∂xG)2

G

[
(β − 1) η2 − β ωTΩ−1ω

]
= 0.

The appropriate choice for β is

β =
1

1− 1
η2 (ωTΩ−1ω)

,

and the corresponding equation for G(x, τ) is
−∂τG+ ν̃ ∂xG+

1

2
η2 ∂xxG = 0

G(0, τ) = e
1
2β

(Λ2−λ2)τ ,

G(x, 0) = 1 .

Here, ν̃ = ν − 1
2
η2 − (µ− r)T Ω−1 ω is the drift of the CWI under the minimal entropy

martingale measure1, which is discussed in detail in Fritelli (2000). Due to the boundary

1Since the process Ct is continuous the MEMM measure is equivalent to the minimal martingale
measure (see Schweizer (1999)).
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condition along the barrier C = D, which is inherited from the subproblem of optimizing

in the distressed regime, G is not simply the probability of remaining in the healthy

regime under the MEMM. The PDE can be solved by using standard techniques (see

appendix 3.B) to get

G(x, τ) = 1− x

η
√

2π

∫ τ

0

e−(x+eνu)2/(2η2u)

u3/2

[
1− e+ 1

2β
(Λ2−λ2)(τ−u)

]
du

= qt(T ; ν̃) + e(bν−eν)x/η2+ 1
2β

(Λ2−λ2)τ (1− qt(T ; ν̂)) , (3.3)

where

qt(s; θ) , Qθ(τ > s | Xt = x), ν̂ = ν̃ +

√
ν̃2 + η2 · 1

β
(Λ2 − λ2).

Here, as usual, Φ(y) denotes the standard normal cdf and Qθ is a measure induced the

Radon-Nikodym derivative process

dQθ

dP

∣∣∣∣
Ft

= exp

{
−
(
ν−θ
η

)2

−
(
ν−θ
η

)
B

(3)
t

}
.

In terms of G the optimal trading strategy can be written as

π∗ =
1

γer(T−t)
Ω−1

[
(µ− r) + βω

∂xG

G

]
.

As in the optimization problems in previous chapters, π∗ consists of the Merton-part

given by the first term of the right hand side above, and the correction term implicitly

given in terms of G and ∂xG.

3.4 The Defaultable Bond

The investor receives a notional of F at maturity if the reference entity does not default

before the maturity date T , or receives a percentageR (recovery) of the notional at default

if default occurs prior to maturity. Consequently, if we let τ1 , τh ∧ T , τ2 , τd ∧ T , the
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dynamics of the wealth process are given by

dW t =



[
(µ− r)Tπt + r W t

]
dt+ π

(1)
t σ1 dB

(1)
t + π

(2)
t σ2 dB

(2)
t , t < τ1,[

(µ1 − r)π(1)
t + r W t

]
dt+ π

(1)
t σ1dB

(1)
t , τ1 < t < τ2,[

(µ1 − r)π(1)
t + r W t

]
dt+ π

(1)
t σ1dB

(1)
t , t > τ2,

subject to

W τ1 = W τ−1
+ F · I{τ1 = T},

W τ2 = W τ−2
+RF · I{τ2 < T}+ F · I{τ2 = T}.

Mainly for notational purposes we assume that Nt has a constant hazard rate κ.

However the computations can easily be generalized to non-constant, deterministic hazard

rates.

The recovery rate is assumed to be random, but time-invariant and independent of

the driving Brownian motions. We use the notation

R̃t , − 1

γFer(T−t)
log E e−γRFe

r(T−t)
,

i.e. e−γR̃tFe
r(T−t)

= E e−γRFe
r(T−t)

.

The derivation of the corresponding value function is similar as for the investment

problem, however the expression for the value function in the distressed regime is not as

simple as in the pure investment problem.

The value function is defined as

U(w, I, S, C, t) , sup
π∈A

E
[
u(W T ) | W t = w, It = I, St = S, Ct = C, t < τh

]
.

Then we expect U to satisfy the HJB equation
∂tU + sup

π∈R2

LπU = 0,

U(w, I, S, C, T ) = u(w + F ), w ∈ R, C > D,

U(w, I, S,D, t) = V (w, t), w ∈ R,

(3.4)
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where

V (w, t) = sup
π∈A

E[u(W T ) | W t = w, τh ≤ t < τd]

is the value function in the distressed regime and therefore the same as the V from

section 2.1.1. Compared to equation (3.2) only the boundary conditions are modified.

As in the investment problem, the verification theorem from the appendix guarantees

that any solution of (3.4) coincides with the value function U .

Once again, it is clear that U is independent of I and S. Writing

U(w,C, t) = u(w er(T−t)) G
β
(ln

C

D
, T − t) e−

1
2β

Λ2(T−t)

as before, implies
−∂τG+ ν̃ ∂xG+

1

2
η2 ∂xxG = 0 ,

G(0, τ) = e
1
2β

Λ2τ g(T − τ)1/β ,

G(x, 0) = e−
γ F
β ,

(3.5)

whose solution is

G(x, τ) = e−
γ F
β qt(T ; ν̃) +

x

η
√

2π

∫ τ

0

e−(x+eνu)2/(2η2u)

u3/2
e

1
2β

Λ2(τ−u) g(T − τ +u)1/β du. (3.6)

Given (3.3) and (3.6), the indifference value p of the defaultable bond can be found

by setting U(w,C, t) = U(w − p, C, t) from which we find

pt(T ) = e−rτ
β

γ
ln
G(x, τ)

G(x, τ)

with x = ln C
D

and τ = T − t. Unfortunately, we cannot simplify this expression any fur-

ther; however, it is easy to numerically integrate using any standard quadrature routine.

In Figure 3.1, the yield curves for different levels of risk-aversion are shown for a

particular choice of parameters. Notice that in the healthy regime there is a definite

hump shape in the risky yield despite the flat risk-free term structure. The hump is due

to the non-zero recovery of 30% assumed in the example. Once again we observe the

increasing/decreasing of the buyer’s/seller’s yields as risk-aversion increases.
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(a) Seller’s Yields
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(b) Buyer’s Yields

Figure 3.1: The seller’s and buyer’s indifference yields for varying levels of risk-aversion

in the healthy regime for r = 0.05, µ1 = 0.08, µ2 = 0.1, ν = 0.01, σ1 = 0.2, σ2 = 0.25,

η = 0.05 κ = 0.1, ρ12 = 0.5, ρ13 = 0.3, ρ23 = 0.8, D = 1, C0 = 1.05, R = 0.3.

The plots in figure 3.2 show the yield curves for different levels of initial health C0.

Due to risk aversion, the seller will charge more for the bond than the buyer is willing to

pay. Consequently, the buyer’s yields are higher than those of the seller.
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(a) Seller’s yields
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(b) Buyer’s yields

Figure 3.2: Buyer’s and seller’s yields for different values of initial health C0. Risk

aversion was chosen to be γF = 0.1. The other parameters are the same as in figure 3.1.
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3.5 The Credit Default Swap

We assume that the wealth process has the dynamics

dW̃t =



[
(µ− r)Tπt + r W̃t + εAF

]
dt+ π

(1)
t σ1 dB

(1)
t + π

(2)
t σ2 dB

(2)
t , t < τ1,[

(µ1 − r)π(1)
t + r W̃t + εAF

]
dt+ π

(1)
t σ1dB

(1)
t , τ1 < t < τ2,[

(µ1 − r)π(1)
t + r W̃t

]
dt+ π

(1)
t σ1dB

(1)
t , t > τ2,

subject to W̃τ1 = W̃τ−1
, W̃τ2 = W̃τ−2

− ε(1−R)F · I{τ2 < T}. Here ε = +1 for the seller

and ε = −1 for the buyer of protection.

The value function in the healthy regime is

Ũ(w, I, S, C, t) , sup
π∈A

E
[
u(W̃T )

∣∣∣ W̃t = w, It = I, St = S, Ct = C, t < τh

]
,

and again it is clear that Ũ is independent of I and S. The corresponding HJB equation

is 
∂tŨ + εAF∂wŨ + sup

π∈R2

LπŨ = 0,

Ũ(w,D, t) = Ṽ (w, t),

Ũ(w,C, T ) = u(w), C > D.

(3.7)

Here Ṽ is the value function for the distressed regime, i.e.

Ṽ (w, t) = sup
π∈A

E[u(W̃T ) | W t = w, τh ≤ t < τd].

As such, Ṽ is the same as in section 2.1.2.

Equation (3.7) differs from equation (3.2) by the boundary condition along C = D and

the inclusion of the term εAF∂wŨ representing the accumulation of premium payments.

Assuming that Ũ has the form Ũ(w,C, t) = u
(
w er(T−t)

)
G̃β
(
ln C

D
, T − t

)
· eψ(T−t) with

β =
1

1− 1
η2 (ωTΩ−1ω)

, ψ(τ) = −1

2
Λ2τ − ε γ AF

r
erτ
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linearizes equation (3.7) resulting in
−∂τ G̃+ ν̃∂xG̃+

1

2
η2∂xxG̃ = 0 ,

G̃(0, τ) = e−ψ(τ)/β · g̃(T − τ)1/β ,

G̃(x, 0) = 1 .

(3.8)

This can be solved as before to find

G̃(x, τ) = qt(T ; ν̃) +
x

η
√

2π

∫ τ

0

e−(x+eνu)2/(2η2u)

u3/2
e−ψ(τ−u)/β g̃(T − τ + u)1/β du . (3.9)

Armed with the solutions (3.3) and (3.9) the indifference CDS rate A = A(C, t) makes

the two value functions U(w,C, t) and Ũ(w,C, t) equal and requires solving the non-linear

equation

εγ F A =
β r

erτ
ln
G̃(ln C

D
, τ ;A)

G(ln C
D
, τ)

. (3.10)

The dependence of G̃(x, τ ;A) on A is explicitly shown to emphasis the embedded non-

linearity.

Figure 3.3 shows the seller’s and buyer’s CDS rates for the same parameters as in

section 3.4. As risk-aversion increases, the seller’s rates increase and the buyer’s rates

decrease. Generally, for the same level of risk aversion, the seller’s rate is always higher

than the buyer’s rate. Unlike in the distressed regime, the spreads do indeed tend to

zero for very short maturities; however, this occurs only at very short maturities. Once

uncertainty in model parameters is accounted for, this steepening can be controlled not

only by the proximity to the distress barrier, but also by the amount of model uncertainty.

Chapter 5 addresses this issue.

The plots in figure 3.4 show the seller’s and buyer’s CDS spreads in the healthy regime

for different levels of initial health C0. The parameters are as before except that γ = 0.2

is fixed.

As expected, as the perceived health approaches the distress barrier, the CDS spread

increases, while at every level of perceived health, the seller’s rate is higher than the

buyer’s rate.
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(a) Seller’s CDS spreads
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(b) Buyer’s CDS spreads

Figure 3.3: The indifference CDS rate term structure for the buyer and seller in the

healthy regime according to equation (3.10) for r = 0.05, µ1 = 0.08, µ2 = 0.1, ν = 0.01,

σ1 = 0.2, σ2 = 0.25, η = 0.01 κ = 0.1, ρ12 = 0.5, ρ13 = 0.3, ρ23 = 0.8, C0 = 1.05, D = 1,

R = 0.3
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Figure 3.4: CDS rates for γ = 0.2 and different levels of initial health C0. The remaining

parameters are r = 0.05, µ1 = 0.08, µ2 = 0.1, ν = 0.01, σ1 = 0.2, σ2 = 0.25, η = 0.01

κ = 0.1, ρ12 = 0.5, ρ13 = 0.3, ρ23 = 0.8, D = 1, R = 0.3

3.A Appendix: Verification Theorem

In this section we prove that the solutions of the HJB equations in chapter 3 are indeed

the value functions of the corresponding optimization problems. As in appendix 2.A, we
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treat the cases of the investment problem, the defaultable bond and the credit default

swap simultaneously.

Let τ1 = τh∧T , τ2 = τd∧T . We assume that the wealth process Wt has the dynamics

dWt =



[
(µ− r)Tπt + r Wt + εAF

]
dt+ π

(1)
t σ1 dB

(1)
t + π

(2)
t σ2 dB

(2)
t , t < τ1,[

(µ1 − r)π(1)
t + r Wt + εAF

]
dt+ π

(1)
t σ1dB

(1)
t , τ1 < t < τ2,[

(µ1 − r)π(1)
t + r Wt

]
dt+ π

(1)
t σ1dB

(1)
t , t > τ2,

subject to

Wτ1 = Wτ−1

Wτ2 = Wτ−2
+R1 · I{τ2 < T}+R2 · I{τ2 = T}.

A is a constant and corresponds to a continuous payment made (ε = −1) or received

(ε = +1) up to time τ , or making/receiving no continuous payments at all (ε = 0). R1 is

a time-independent random variable independent of the driving Brownian motions and

corresponds to a payment made/received at time τd, if τd < T . Finally, R2 is a constant

and corresponds to a potential payoff at maturity T .

For t ∈ [0, T ] we define

U(w, I, S, C, t) = sup
π∈A

E[u(WT ) | Wt = w, It = I, St = S, t < τh],

which in fact is independent of I and S. In the case of the defaultable bond, U is the same

as in section 3.4, while for the investment problem and the CDS, U from above coincides

with U from section 3.3 or Ũ from section 3.5. Moreover, for the theorem below, we let

π denote the optimal trading strategy for the corresponding optimization problems from

these sections.

We consider the HJB equation for U ,
∂tU + sup

π∈R2

LπU = 0,

U(w,C, T ) = u(w +R2), w ∈ R, C > D,

U(w,D, t) = V (w, t), w ∈ R, t ∈ [0, T ],

(3.11)
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with

LπU = (rw + εAF ) ∂wU + νC ∂CU +
1

2
η2C2 ∂CCU +

+
1

2
πTΩπ ∂wwU + πT

[
(µ− r) ∂wU + ωC ∂wCU

]
,

Theorem 7. Suppose there exists a function H = H(w,C, t) which solves (3.11) and

which is sufficiently integrable in the sense that

E
∫ T

0

π2
t (∂wH)2 dt <∞, E

∫ τ1

0

(∂CH)2 dt <∞

for all π ∈ A. Suppose that for each (w,C, t) ∈ R × (D,∞) × [0, T ] there exists π∗∗ =

π∗∗(w,C, t) ∈ R2 such that

Lπ∗∗H = sup
π∈R2

LπH. (3.12)

Assume that the trading strategy defined by

πt =

 π∗∗(Wt, Ct, t), t < τh,

(πt, 0), t ≥ τh,

is admissible. Then U = H for (w,C, t) ∈ R × (D,∞) × [0, T ], and π is an optimal

strategy, i.e. U(w,C, t) = Et

[
u
(
Wπ
T

)]
.

Proof. Let π and H as in the theorem, and let π ∈ A be an arbitrary admissible strategy.

For t ∈ [0, τ1], W t is a diffusion process. Writing τ instead of τ1, we therefore get from

Ito’s lemma

H(Wτ , Cτ , τ) = H(w,C, t) +

∫ τ

t

(∂tH + LπH) ds+

+

∫ τ

t

∂wH ·
(
π(1)
s σ1 dB

(1)
s + π(2)

s σ2 dB
(2)
s

)
+ ∂CH ηC dB(3)

s .

Since π ∈ A is an arbitrary strategy, we always have ∂tH + LπH ≤ 0, so that taking

expectations on both sides yields H(w,C, t) ≥ Et H(Wτ , Cτ , τ). Making use of the fact

that H is a solution of (3.11), we get

H(Wτ , Cτ , τ) = H(WT , CT , T ) · I {τh > T}+H(Wτ , Cτ , τ) · I{τh ≤ T}

= u(WT ) · I{τh > T}+H(Wτ , D, τ) · I{τh ≤ T}

= u(WT ) · I{τh > T}+ V (Wτ , τ) · I{τh ≤ T}.
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Taking expectations on both sides and using the definition of V leads to

Et H(Wτ , Cτ , τ) ≥ Et [u(WT ) · I{τh > T}] + Et [u(WT ) · I{τh ≤ T}]

= Etu(WT ),

and hence H(w,C, t) ≥ Etu(WT ). Since π is an arbitrary admissible strategy, this implies

H(w,C, t) ≥ U(w,C, t). Now let π = π. By the same argument we get equality in all

the steps above, and therefore H = U .

We still have to show that the value functions U , U and Ũ and the corresponding

optimal trading strategies satisfy the conditions of theorem 7. Recall that we found that

U(w,C, t) = u(wer(T−t)) · e−
1
2

Λ2(T−t) ·Gβ

(
ln
C

D
, T − t

)
(3.13)

π∗ =
1

γer(T−t)
Ω−1

[
(µ− r) + βω

∂xG

G

]
. (3.14)

For U and Ũ we have to replace G by G and G̃. From hereon, we focus on the proof for

U , but the proofs for U and Ũ are analogous. We have

∂wU = at u(wer(T−t)) e−
1
2

Λ2(T−t) Gβ

(
ln
C

D
, T − t

)
C ∂CU = u(wer(T−t)) e−

1
2

Λ2(T−t) βGβ−1 ·D · ∂xG.

It is therefore straightforward to check that U satisfies the conditions from the verification

theorem, if both G and ∂xG are bounded, and if additionally G is bounded from below

by a positive constant. In particular this makes sure that π∗ is bounded.

Recall that G is the solution of the equation

−∂tG+ ν̃∂xG+
1

2
η2∂xxG = 0,

G(x, 0) = 1,

G(0, t) = h(t),
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where h is continuously differentiable on [0, T ], bounded from below by a positive constant

and limt→0 h(t) = 1. The claim for G then follows from the maximum and minimum

principle of the heat equation. Furthermore, from the representation of G from appendix

3.B, it follows that ∂xG exists everywhere and is bounded along the boundary. Since

∂xG satisfies a heat equation as well, we get from the maximum and minimum principle,

that ∂xG is bounded on [0,∞)× [0, T ].

3.B Appendix: The Heat Equation on the Quarter

Plane

We would like to find a solution u to the heat equation
∂tu+ ν ∂xu+

1

2
η2 ∂xxu = 0,

u(0, t) = g(t),

u(x, T ) = f(x)

(3.15)

for x ≥ 0 and t ≤ T . We assume that f and g are continuous. Alternatively we can solve

the equation 
−∂tu+ ν ∂xu+

1

2
η2 ∂xxu = 0,

u(0, t) = g(T − t),

u(x, 0) = f(x)

(3.16)

for x ≥ 0, t ≥ 0 and then let u(x, t) = u(x, T − t).

Assume that u is a solution of (3.15) and fix x and t. As introduced in section 3.3,

for θ ∈ R let Qθ be a measure under which a certain stochastic process has the dynamics

Xs , x+θ(s−t)+ηBθ
s−t where Bθ

s is a standard Brownian motion under Qθ. Furthermore

let τ , inf{s ≥ t : Xs = 0} ∧ T .

Working under the measure Qν , we get from Ito’s lemma

u(Xτ , τ) = u(x, t) +

∫ τ

t

(
∂tu+ ν ∂xu+

1

2
η2 ∂xxu

)
dt+

∫ τ

t

η ∂xu dB
ν
s .
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Taking expectations on both sides and using the fact that u solves the given heat equation

yields

u(x, t) = EQν [u(Xτ , τ)] = EQν [g(τ) · I{τ ≤ T}+ f(XT ) · I{τ > T}] . (3.17)

If f is a constant K as in this paper, then EQν [f(XT ) · I{τ > T}] obviously simplifies

to K · qt(T ; ν), where

qt(s; θ) , Qθ(τ > s)

Under certain circumstances we can also simplify the first term on the right hand

side of equation (3.17). Switching to the measure Q0 under which Xs has the dynamics

Xs = x+ ηB0
s−t and applying the reflection principle, we get the well-known result that

qt(s; θ) = Φ

(
x+ θ(s− t)
η
√
s− t

)
− e−2θx/η2

Φ

(
−x+ θ(s− t)
η
√
s− t

)
.

We can compute the corresponding density dt(s; θ) of τ by differentiating 1−qt(s; θ) with

respect to s to get

dt(s; θ) =
−1√
2π

[
exp

{
−1

2

(
x+ θ(s− t)
η
√
s− t

)2
}
·
(
− x

2η(s− t)3/2
+

θ

2η
√
s− t

)

−e−2θx/η2 · exp

{
−1

2

(
−x+ θ(s− t)
η
√
s− t

)2
}
·
(

x

2η(s− t)3/2
+

θ

2η
√
s− t

)]

=
1√
2π

x

η(s− t)3/2
· exp

(
− [x+ θ(s− t)]2

2η2(s− t)

)
We then have

EQν [g(τ) · I{τ ≤ T}] =

∫ T

t

g(s) dt(s; ν) ds.

If the boundary condition at x = 0 is of the form u(0, t) = eL(T−t) for some constant L,

it follows from equation (3.18) that

E [g(τ) · I{τ ≤ T}] =
1√
2π

eL(T−t) ·
∫ T

t

x

η(s− t)3/2
e−L(s−t) · exp

{
−(x+ θ(s− t))2

2η2(s− t)

}
ds

= eL(T−t) · e
1
η2

(x
√
θ2+2η2L−xθ) ·

· 1√
2π

∫ T

t

x

η(s− t)3/2
exp

{
−(x+

√
θ2 + 2η2L (s− t))2

2η2(s− t)

}
ds

= e
L(T−t)+ (bθ−θ)x

η2 (1− qt(T ; θ̂))
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with θ̂ =
√
θ2 + 2η2L.



Chapter 4

Indifference Pricing with Invisible

Default Boundary

In this section we consider a similar structural model as in the previous section. The

investor can invest in n tradable assets S(1), . . . , S(n), which are modeled as correlated

geometric Brownian motions with constant coefficients. The assets S(1), . . . , S(n−1) are

default free, while S(n) is defaultable. As before, the creditworthiness of S(n) is given

by a strongly correlated creditworthiness index Ct, which we assume as observable, but

non-tradable. Upon Ct hitting a critical threshold D for the first time, which we will

denote by τh as before, the investor liquidates his position in S(n). The difference to the

previous section is that here we assume the critical barrier D to be unobservable to the

investor. We do however assume that the event of C hitting D is observable. This is

e.g. consistent with interpreting D as a default barrier, since a default can normally be

observed when it happens.

We investigate the following two scenarios:

• We interpret D as a default barrier. As a consequence, at time τh the investor

makes/receives potential payments due to investments in credit derivatives. How-

ever, at τh the value of S(n) also drops to zero. Since this drop cannot be anticipated

73
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by the investor due to D being unobservable, the investor loses the money he has

invested in S(n), i.e. his wealth instantly drops by this amount. This case will be

subsequently be called the default case.

• S(n) does not default yet at time τh, but the firm enters a state of financial distress

in which default is triggered by a Poisson process. In this case there is no instant

drop in the stock price, however the investor liquidates his position in S(n). After

time τh, default is triggered by the switching of a Poisson process independent of

the Brownian motions driving the stocks. This case is the analogue to the scenario

investigated in chapter 3 and will be referred to as the non-default case. The model

for the time interval [τh, T ] is the same as for the distressed regime in chapter 3

and will also be referred to as such. The default time will again be denoted by τd.

The main mathematical difference between the two cases is that in the default case

the change in wealth at time τh is not deterministic, but depends on the trading strategy.

This additional term containing the control seems to make the corresponding optimization

problem more difficult, which however is not the case, as will be shown. Nevertheless for

the above reason, we first examine the non-default case, then the default case.

In a recent paper, Giesecke (2006) considers a similar setup in a structural framework

and uses it to determine corporate bond prices and credit spreads. However, this paper

and our work differ in many ways. Firstly, Giesecke works with the classical firm value

model, in which the firm value is assumed to be an observable and tradable asset. The

company defaults, when the firm value crosses the default barrier D for the first time.

Secondly, he uses risk-neutral pricing. This setup has the advantage that many explicit

results can be obtained. Even though in the context of indifference pricing, we are only

able to obtain very limited explicit results, some of Giesecke’s concepts are very useful.

When using this setup in the context of indifference pricing, as usual we have to solve

two portfolio optimization problems and then find the indifference price that makes the

two value functions equal. As we will see, the HJB equations corresponding to the value
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functions can be reduced to heat equations in a natural way, very similar as in the case of

the visible critical barrier. This time however, the boundary conditions of these equations

are not of the Dirichlet type, but of a non-linear Robin type. This makes it impossible to

obtain solutions in closed form. Despite this lack of explicit results for pricing purposes,

the underlying portfolio optimization problems are interesting by themselves.

4.1 The Model

As in the previous sections, we model the dynamics of S(1), . . . , S(n), C as geometric

Brownian motions, i.e.

dS
(i)
t = S(i)

(
µ1 dt+ σ1 dB

(i)
t

)
, i = 1, . . . , n, t ∈ [0, T ]

dCt = Ct

(
ν dt+ η dB

(n+1)
t

)
, t ≤ τh,

where B
(1)
t , . . . , B

(n+1)
t are correlated geometric Brownian motions. The covariance

matrix of S(1), . . . , S(n), C will be denoted by Ω ω

ωT η2

 .

We assume this matrix to be strictly positive definite.

We model the unobservable boundary D as a time invariant random variable which

is independent of the driving Brownian motions, and whose distribution is known to the

investor. We assume that 0 < D < 1 almost surely. Furthermore, he can observe the

initial health C0 ≥ 1 and knows that at time t = 0 the state of the firm is healthy.

Let F denote the cummulative distribution function of D, i.e.

F (x) = P(D ≤ x).

For simplicity we also assume that D has a density f(x) which is continuous, strictly

positive and bounded on (0, 1).
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Formally we model the switch of the firm’s state from healthy to distressed or default

as the switching of the indicator process

Nt , I{t ≥ τh},

where

τh , inf{t ≥ 0 : Ct ≤ D}.

At any time t ≥ 0, the investor has full information on the states of the asset prices

S
(1)
s , . . . , S

(n)
s and the creditworthiness index Cs for 0 ≤ s ≤ t. It is natural to assume

that the investor also knows whether or not Ct has already hit D, since such an event

could be observed in the market. We will therefore assume that at time t the information

available to the investor is given by

Ft , σ
({
B(1)
s , . . . , B(n)

s : 0 ≤ s ≤ t
}
∪ I {t ≥ τh} ∪ N

)
.

in the default case, and by

Ft , σ
({
B(1)
s , . . . , B(n)

s : 0 ≤ s ≤ t
}
∪ I {t ≥ τh} ∪ I {t ≥ τd} ∪ N

)
.

in the non-default case. Following Giesecke (2006), the corresponding filtration is called

the investor’s filtration. Note that τh obviously is an Ft-stopping time.

We also define the historic low of C as

mt , min{Cs : 0 ≤ s ≤ t}.

If at time t the firm is still in a healthy state and if mt < 1, the investor has the additional

information D < mt, and hence also gets some information on the distribution on D. We

let

Fm(x) , P(D ≤ x | D < m)

denote the cumulative distribution function of D conditioned on the historic low of C.

Obviously,

Fm(x) =


P(D≤x)
P(D<m)

, 0 < x < m

1, x ≥ m.
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For x < m, we let

fm(x) ,
dFm(x)

dx

be the conditional density of D. Finally, we let

fm(m) , lim
x→m−

fm(x).

Given that at time t we have Ct = mt = m < 1, we can consider fm(m) as the analogue

of a default intensity. If in a small time interval [t, t + ∆t], the historic low decreases

from m to m−∆m, then the probability of the company’s health hitting D in [t, t+ ∆t]

is approximately fm(m) ∆m.

Since the process Nt is increasing, there exists a Ft-predictable process Kt (the com-

pensator of Nt) such that Nt − Kt is an Ft-martingale (see e.g. Lipster and Shiryaev

(2000)). For later we need the following

Lemma 8. The compensator of Nt is

Kt =

∫ τh∧t

0

fms(ms) dms,

i.e.

Nt −
∫ τh∧t

0

fms(ms) dms

is an Ft-martingale.

For the proof see e.g. Giesecke (2006) and references therein.

As before, we define the value function U at time t as

sup
π∈A

E [u(WT ) | Ft] .

This makes it necessary to define the set of admissible trading strategies.

Definition 5. An admissible trading strategy is an Ft-predictable process πt =
(
π

(1)
t , π

(2)
t

)
∈

R2 satisfying the following:



Chapter 4. Indifference Pricing with Invisible Default Boundary 78

(i)

π
(2)
t = 0 for t > τh,

(ii) ∫ T

0

π2
t dt <∞ almost surely,

(iii)

E
∫ T

0

π2
t

(
e−γe

r(T−t)Wπ
t

)2

dt <∞.

4.2 The Investment Problem

While the optimization problems from the following sections can easily be generalized

to the case of n risky assets as described in the previous section, we restrict ourselves

to the case of one default-free risky asset I (the stock index) and the defaultable stock

S, mainly for the sake of notational simplicity. We first consider the problem in which

the investor invests in I, S and the money market only, but not in credit derivatives. As

mentioned, we distinguish the non-default and the default case.

4.2.1 The Non-Default Case

For an admissible trading strategy π, the wealth process has the dynamics

dWt =


[
(µ− r)Tπt + r Wt

]
dt+ π

(1)
t σ1 dB

(1)
t + π

(2)
t σ2 dB

(2)
t , t < τh,[

(µ1 − r)π(1)
t + r Wt

]
dt+ π

(1)
t σ1dB

(1)
t , t > τh,

subject to Wτh = Wτ−h
.

Given the above definitions, we define the value function U as

U(w, I, S, C,m, t) , sup
π∈A

E [u(WT ) | Wt = w, It = I, St = S, Ct = C, mt = m, τh > t] .

It is easy to see that for any trading strategy, the wealth process is independent of I and

S. Hence U is a function of w, C, m, t only and defined on the set

D = {(w, S, C, t) ∈ R× (0,∞)× (0,∞)× [0, T ] : C ≥ m} .
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As long as mt > 1, the observation of the historic low of C does not give the investor

any additional information about D. Therefore we intuitively expect the following lemma

to hold, showing that it is sufficient to determine U for the case m ≤ 1.

Lemma 9. For all w ∈ R, C ≥ m ≥ 1, t ∈ [0, T ] we have

U(w,C,m, t) = U(w,C, 1, t).

Proof. For m > 1 we obviously have fm(x) = 0 for 1 < x ≤ m and fm(x) = f1(x) = f(x)

for 0 < x ≤ 1. For any admissible trading strategy we have

Et [u(Wt) | Wt = w, Ct = C, mt = m, t < τh ]

=

∫ m

0

Et [u(Wt) | Wt = w, Ct = C, mt = m, D = ξ ] fm(ξ) dξ

=

∫ 1

0

Et [u(Wt) | Wt = w, Ct = C, mt = m, D = ξ ] f1(ξ) dξ

= Et [u(Wt) | Wt = w, Ct = C, mt = 1, t < τh ] . (4.1)

The lemma follows from taking the supremum over all admissible trading strategies.

In the following we determine the HJB equation for U when 0 < m ≤ 1. In prin-

ciple it would be sufficient to refer to the result in the verification theorem in section

4.A. However, since the resulting HJB equation is somewhat non-standard, we derive it

heuristically. Suppose that Wt+∆t = W + ∆W , Ct+∆t = C + ∆C, mt+∆t = m + ∆m for

some small time interval [t, t + ∆t]. Note that with this notation, obviously ∆m < 0.

Furthermore, let τ , τh ∧ (t+ ∆t).

We start with the case C > m and define the stopping time τ , (t + ∆t) ∩ inf{t ≥

t : Ct = m}. Then there is no default in the time interval [t, τ ], and following Bellman’s

principle of optimality, we expect the following to hold for any trading strategy π:

U(w,C,m, t) ≥ Et[U(Wτ , Cτ ,mτ , τ)].

Furthermore, we expect to have equality for the optimal strategy π∗.



Chapter 4. Indifference Pricing with Invisible Default Boundary 80

The evolution of U is given by

dU = (∂tU + LπU) dt+ π(1)σ1 ∂wU dB
(1)
t + π(2)σ2 ∂wU dB

(2)
t +

+ ηC ∂CU dB
(3)
t + ∂mU dmt

with

LπU = (rw+πT (µ− r))∂wU + νC∂CU +
1

2
πTΩπ ∂wwU +

1

2
η2C2 ∂CCU +πTωC ∂wCU.

Note that since mt is a decreasing process and hence of bounded variation, there are no

second order derivatives containing m. From Ito’s lemma we therefore get

Et[U(Wτ , Cτ ,mτ , τ)] = U(w,C,m, t) + Et

[∫ τ

t

(∂tU + LπU) ds

]
+ Et

[∫ τ

t

∂mU dms

]
.

For s ∈ [t, τ ], we have dms = 0, because the historic low of C does not decrease in

this interval. We therefore get the inequality

0 ≥ Et

[∫ τ

t

(∂tU + LπU) ds

]
= Et

[∫ t+∆t

t

(∂tU + LπU) ds · I{τ = t+ ∆t}+

∫ τ

t

(∂tU + LπU) ds · I{τ < t+ ∆t}
]
.

We divide this inequality by ∆t. Since it can easily be seen that

1

∆t
P(τ ≤ t+ ∆t)→ 0 (∆t→ 0),

the second term on the right hand side (after division by ∆t) approaches 0. Therefore

we expect

∂tU + LπU ≤ 0

to hold for any admissible trading strategy π. For the optimal strategy π∗ we expect to

get equality, so the HJB equation becomes

∂tU + sup
π∈R2

LπU = 0.

Now we consider the case C = m and define the sequence of stopping times

τk = inf{t : mt = m− 1

k
} ∧ T, k = 1, 2, 3, . . . .
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By a generalization of Bellman’s principle, for any admissible trading strategy we expect

to have the inequality

U(w,C,m, t) ≥ Et [U(W + ∆W, C + ∆C, m+ ∆m, t+ ∆t) · I {τh > t+ ∆t} +

+ V (wτh , τh) · I{t < τh ≤ t+ ∆t}] .

with equality for the optimal strategy π∗.

Working under π∗ and applying Ito’s lemma to U as before therefore yields the

equation

U(w,C,m, t) =Et

[{
U(w,C,m, t) +

∫ τk

t

(
∂tU + Lπ∗U

)
ds+

∫ τk

t

∂mU dms

}
· I{τh > τk}

]
+

+ Et [V (Wτh , τh) · I{τk < τh}] .

We already know that if Cs > ms, we can expect that ∂tU + Lπ∗U = 0, while the set

{s : Cs = ms} is of measure 0, and therefore the Riemann integral over this set does not

contribute anything. . Therefore the equation above yields

Et

[∫ τk

t

∂mU dms · I{τh > τk}
]

= Et [(U(w,C,m, t)− V (Wτh , τh)) · I{τh ≤ τk}] .

Now we multiply this equation by k (equivalently, we divide by 1
k
). By the definition of

τk and fm(m), we get

k P(τh ≤ τk | mt = m) = k P
(
m− 1

k
≤ D < m

)
→ fm(m) (k →∞).

Since P(τk > τh) → 0 (k → 0), and since k = 1
m−mτk

if τk < τh, we expect the left

hand side of (4.2.1) to converge to ∂mU (after division by 1
k
), while the right hand side

is expected to approach fm(m) [U(w,C,m, t)− V (w, t)]. Consequently, the full HJB

equation for U reads
∂tU + sup

π∈R2

LπU = 0

U(w,C,m, T ) = u(w), w ∈ R, C ≥ m,

∂mU = fm(m) [U(w,C,m, t)− V (w, t)] , C = m.

(4.2)
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As in the case with visible barrier, the optimal strategy is given by

π∗ = − 1

∂wwU
Ω−1 [(µ− r) ∂wU + ωC ∂wCU ] . (4.3)

It should be pointed out that this equation can also be obtained through a martingale

argument by using lemma 8. Under the optimal strategy we expect the process

M
(1)
t =


U(Wt, Ct, mt, t), t < τh,

V (Wt, t), t ≥ τh

to be a martingale. If we let

∆t = V (Wt, t)− U(Wt, Ct, mt, t),

then by lemma 8, the process

M
(2)
t = ∆τh · I{t < τh} −

∫ t∧τh

0

∆s dKs

is also a martingale, so that M
(1)
t − M

(2)
t is a predictable martingale. Applying Ito’s

lemma then yields the PDE and the boundary condition.

To simplify equation (4.2) we proceed as in the case for the visible barrier. We make

the ansatz U(w,C,m, t) = u(wer(T−t)) e−
1
2

Λ(T−t) Gβ (lnC, lnm, T − t) with

β =
1

1− 1
η2ωTΩ−1ω

, ν̃ = ν − 1

2
η2 − (µ− r)TΩ−1ω, (4.4)

which yield the following heat-like equation for G(x, y, τ):
−∂τG+ ν̃ ∂xG+

1

2
η2 ∂xxG = 0,

G(x, y, 0) = 1, x ≥ y,

∂yG = fm(m) m
1

β

[
G− e

1
2

(Λ2−λ2)(T−t) G1−β
]
, x = y.

(4.5)

In the last line above we could of course replace m by ey. Note that (4.5) is not a two-

dimensional heat equation, because the derivatives with respect to y are missing. It is
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however a family of one-dimensional heat equations in x and τ which are coupled by the

second boundary condition.

In terms of G, the optimal trading strategy is given by

π∗ =
1

γer(T−t)
Ω−1

[
(µ− r) + βω

∂xG

G

]
.

To conclude this section, we prove the following lemma, since its result is crucial for

future sections:

Lemma 10. Under the assumptions of this section and β defined as in equation (4.4),

we have

β > 1.

Proof. It suffices to show that 0 < ωTΩ−1ω < η2. By the result in appendix 1.A, Ω ω

ωT η2


−1

=

 (Ω− ωη−2ωT )−1 −Ω−1ω
(
−ωTΩ−1ω + η2

)−1

−
(
−ωTΩ−1ω + η2

)−1
ωTΩ−1

(
η2 − ωTΩ−1ω

)−1

 .

Since the matrix on the left hand side is positive definite, the same applies for the

matrix on the right hand side. Consequently, the bottom right entry is positive, i.e.

η2 − ωTΩ−1ω > 0. Since both terms in this difference are positive, this proves the

lemma.

4.2.2 The Default Case

The heuristic derivation of the HJB equation is very similar to the one in section 4.2.1.

The only difference is that at τh, the investors wealth changes from Wτ−h
to Wτ−h

− π(2),∗
τh .

Here π
(2),∗
t is the second component of the optimal trading strategy π∗, i.e. the dollar

amount invested in S at time t.

Under this model, the wealth process satisfies

dWt =


[
(µ− r)Tπt + r Wt

]
dt+ π

(1)
t σ1 dB

(1)
t + π

(2)
t σ2 dB

(2)
t , t < τh,[

(µ1 − r)π(1)
t + r Wt

]
dt+ π

(1)
t σ1dB

(1)
t , t > τh,
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subject to Wτ = Wτ− − π(2),∗
τ · I{τh < T}.

Consequently, U also satisfies the HJB equation (4.2), except that the second bound-

ary condition has to be modified.

The main result of this section and the accompanying verification theorem in section

4.A is the fact that on the boundary C = m, it is optimal for the investor to be as short

as possible in S. This may seem somewhat counterintuitive, since a non-default of S

may be a disadvantage for the investor. However, the expected change in wealth caused

by a change of the driving Brownian motions during a short time interval of length dt is

proportional to dt, and for every path the set {t : Ct = mt} is of measure 0. In contrast,

if Ct = mt the expected change in wealth caused by the default of S in an interval of

length dt is proportional to π(2),∗dmt.

For this reason we have to make the following restrictions on A:

Assumption 11. There exists a constant c such that every admissible trading strategy

π ∈ A has the property

π
(2)
t ≥ −c for all t ∈ [0, T ] almost surely.

Then the full HJB equation for U reads


∂tU + sup

π∈R2

LπU = 0

U(w,C,m, T ) = u(w)

∂mU = fm(m) [U(w,C,m, t)− V (w + c, t)] .

(4.6)

This equation is the same as for the non-default case, except for the term V (w + c, t) in

the boundary condition at C = m.

As in the non-default case we can simplify this equation via the substitution U(w,C,m, t) =

u(wer(T−t)) e−
1
2

Λ(T−t) Gβ (lnC, lnm, T − t) with β and Λ as before to get the following
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equation for G(x, y, τ):
−∂τG+ ν̃ ∂xG+

1

2
η2 ∂xxG = 0,

G(x, y, 0) = 1,

∂yG = fm(m) m
1

β

[
G− e

1
2

(Λ2−λ2)(T−t) G1−β
]
, x = y.

(4.7)

4.3 Reduction of Dimension

We now consider the case when D has the initial distribution

F (x) =


xk, 0 ≤ x < 1,

1, x ≥ 1

for some constant k ≥ 0. For k = 0 this includes the case that D is uniformly distributed

in (0, 1). One easily finds that for 0 < m < 1,

P(D ≤ x | D < m) =


P(D≤x)
P(D<m)

= xk

mk
, 0 ≤ x < m,

1, x ≥ m,

and hence one easily sees that

fm(x) = k · x
k−1

mk
· I{0 < x < m}

and fm(m) = k
m

.

We show the following

Lemma 12. For 0 < m < 1, U depends on w, C
m

, t only, i.e. U(w,C,m, t) = U0(w, C
m
, t)

for some function U0.

Proof. Fix t ∈ [0, T ] and let w ∈ R, 0 < m(1),m(2) < 1, C(1), C(2) be given such that

C(1)

m(1) = C(2)

m(2) . We have to show that

U(w,C(1),m(1), t) = U(w,C(2),m(2), t).
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Let α , m(2)

m(1) = C(2)

C(1) . For any admissible strategy π we have

Et

[
u(WT )

∣∣ Wt = w, Ct = C(1), mt = m(1), t < τh
]

=∫ m(1)

0

Et

[
u(WT )

∣∣ Wt = w, Ct = C(1), mt = m(1), D = ξ
]
fm(1)(ξ) dξ, (4.8)

and the analogous formula holds for the superscript (1) replaced by (2). Given the

dynamics of Cs, we can rewrite the right hand side of (4.8) as∫ m(1)

0

Et

[
u(WT )

∣∣ Wt = w, Ct = C(2), mt = m(2), D = αξ
]
fm(1)(ξ) dξ

To manipulate this term, we make a change of variables ζ = αξ. We get

fm(1)(ξ) dξ = k · ξk−1

(m(1))
k
dξ

= k · αζ
k−1

(m(2))
k
· 1

α
dζ

= k · ζk−1

(m(2))
k
dζ = fm(2)(ζ) dζ.

Therefore the right hand side of (4.8) becomes∫ m(2)

0

Et

[
u(WT )

∣∣ Wt = w, Ct = C(2), mt = m(2), D = ζ
]
fm(2)(ζ) dζ

which equals

Et

[
u(WT )

∣∣ Wt = w, Ct = C(2), mt = m(2), t < τh
]
.

Taking the supremum over all trading strategies proves the lemma.

If the assumption on the distribution of D from this section is satisfied, then the

functionG from the substitution U(w,C,m, t) = u(wer(T−t)) e−
1
2

Λ2(T−t)Gβ(lnC, lnm,T−

t) from the previous section depends on x− y and τ only, i.e. G(x, y, τ) = G0(x− y, τ),

where G(z, τ) is a function defined on [0,∞)× [0, T ].

Using the equations for G from the previous section, it follows that the function

G0(z, τ) satisfies a one-dimensional heat equation. For the non-default case, this equation
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reads 
−∂τG0 + ν̃ ∂zG0 +

1

2
η2 ∂zzG0 = 0

G0(z, 0) = 1, z > 0,

∂zG0 =
1

β

[
e

1
2

(Λ2−λ2)τ G1−β
0 −G0

]
, z = 0,

(4.9)

whereas for the default case we get
−∂τG0 + ν̃ ∂zG0 +

1

2
η2 ∂zzG0 = 0

G0(z, 0) = 1, z > 0,

∂zG0 =
1

β

[
e

1
2

(Λ2−λ2)τ G1−β
0 eatc −G0

]
, z = 0.

(4.10)

4.4 Pricing of Credit Derivatives

As in previous sections we define the value functions corresponding to investments in

defaultable bonds and credit default swaps and derive the corresponding HJB-equations.

Because of their similarity to the ones in sections 4.2.1 and 4.2.2 we treat the bond and

the CDS simultaneously.

4.4.1 The Non-Default Case

Let τ1 = τh ∧ T , τ2 = τd ∧ T . We assume that the wealth process has the dynamics

dW t =



[
(µ− r)Tπt + r W t + εAF

]
dt+ π

(1)
t σ1 dB

(1)
t + π

(2)
t σ2 dB

(2)
t , t < τ1,[

(µ1 − r)π(1)
t + r W t + εAF

]
dt+ π

(1)
t σ1dB

(1)
t , τ1 < t < τ2,[

(µ1 − r)π(1)
t + r W t

]
dt+ π

(1)
t σ1dB

(1)
t , τ2 < t < T

subject to W τ1 = W τ−1
+ R2 · I{τ1 = T}, W τ2 = W τ−2

+ R1 · I{τ2 < T} + R2 · {τ2 = T}.

The choice ε = 0, R1 = RF , R2 = F corresponds to the defaultable bond, whereas the

values ε = ±1, R1 = ε(1−R)F , R2 = 0 correspond to the credit default swap.

We define

U(w,C,m, t) , sup
π∈A

E
[
u(W T ) | W t = w, Ct = C, mt = m, t < τh

]
.
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Then the corresponding HJB equation is
∂tU + sup

π∈R2

LπU = 0

U(w,C,m, T ) = u(w +R2)

∂mU = fm(m)
[
U(w,C,m, t)− V (w, t)

]
,

(4.11)

where V is the value function

V (w, t) = sup
π∈R

E[u(WT ) | Wt = w, t ≥ τh].

For the defaultable bond, V is the same function as in section 2.1.1, while for the credit

default swap, V from the equation above is the same as Ṽ from from section 2.1.2.

The substitution U(w,C,m, t) = u(wer(T−t)) e−
1
2

Λ(T−t) eΨ(T−t) G
β

(lnC, lnm, T − t)

with

Ψ(τ) = −εγA
r
erτ

then yields the following equation for G(x, y, τ):
−∂τG+ ν̃ ∂xG+

1

2
η2 ∂xxG = 0,

G(x, y, 0) = e−
γR2
β ,

∂yG = fm(m) m
1

β

[
G− e

1
2

Λ2τ G
1−β

g(T − τ)
]
, x = y.

(4.12)

Again, g is the same as in section 2.1.1 for the bond, and g̃ from section 2.1.2 for the

CDS.

For the short-term credit spreads we expect the following qualitative behaviour:

• If Ct > mt = m close to maturity, then survival of the firm can be anticipated, and

hence short-term spreads should tend to 0. We expect them to go to 0 even faster

as if m were a visible critical level (i.e. D = m in chapter 3), because here upon Ct

hitting m, the reference entity may switch to the distressed regime soon after, but

does not have to.
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• If Ct = mt, switching may occur in the next instant, and hence we expect to get a

positive credit spread, even for short maturities.

In fact, in the risk-neutral analogue, Giesecke (2006) finds that credit spreads for

Ct = mt approach ∞ as the time to maturity approaches 0. It would be interesting to

see whether this is the case here as well.

4.4.2 The Default Case

In this case we let τ = τh ∧ T and assume that the wealth process has the dynamics

dW t =


[
(µ− r)Tπt + r W t + εAF

]
dt+ π

(1)
t σ1 dB

(1)
t + π

(2)
t σ2 dB

(2)
t , t < τ,[

(µ1 − r)π(1)
t + r W t

]
dt+ π

(1)
t σ1dB

(1)
t , τ < t < T

subject to W τ = W τ− +
(
−π(2)

τ +R1

)
· I{τ < T} + R2 · I{τ = T} where we get the

cases of the defaultable bond and the CDS with the same choices for ε, R1, R2 as in the

non-default case. The HJB equation for U is very similar to the one in the non-default

case. However there is a difference due to the fact that the investor makes/receives a

random recovery payment at time τh, which is different compared to the non-default case.

We let

R̃t = − 1

γer(T−t)
log E e−γR1er(T−t) , i.e. e−γR̃te

r(T−t)
= E e−γR1er(T−t) .

The the HJB equation for Ũ is

∂tU + εAF ∂wU + sup
π∈R2

LπU = 0

U(w,C,m, T ) = u(w), w ∈ R,

∂mU = fm(m)
[
U(w,C,m, t)−

−V (w + c, t) · e−γR̃ter(T−t)
]
, C = m.

(4.13)

Here V is the value function for the standard Merton problem with investment in I and

the money market account only.
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The same substitution then again yields a heat-like equation for G(x, y, τ):
−∂τG+ ν̃ ∂xG+

1

2
η2 ∂xxG = 0,

G(x, y, 0) = e−
γR2
β ,

∂yG = fm(m) m
1

β

[
G− e

1
2

(Λ2−λ2)τ eatc G
1−β
]
, x = y.

(4.14)

4.A Appendix: Verification Theorems

In this appendix we show that the solutions of the HJB equations from this chapter

are indeed the value functions of the corresponding optimization problems. We treat

the investment problem, the bond and the credit default swap simultaneously, but we

separate the non-default and the default case.

4.A.1 The Non-Default Case

As in section 4.4.1, let τ1 = τh ∧ T , τ2 = τd ∧ T and assume that the wealth process has

the dynamics

dWt =



[
(µ− r)Tπt + r Wt + εAF

]
dt+ π

(1)
t σ1 dB

(1)
t + π

(2)
t σ2 dB

(2)
t , t < τ1,[

(µ1 − r)π(1)
t + r Wt + εAF

]
dt+ π

(1)
t σ1dB

(1)
t , τ1 < t < τ2,[

(µ1 − r)π(1)
t + r Wt

]
dt+ π

(1)
t σ1dB

(1)
t , τ2 < t < T

subject to Wτ1 = Wτ−1
+ R2 · I{τ1 = T}, Wτ2 = Wτ−2

+ R1 · I{τ2 < T} + R2 · {τ2 = T}.

Consider the HJB equation,
∂tU + εA∂xU + sup

π∈R2

LπU = 0

U(w,C,m, T ) = u(w)

∂mU = fm(m)
[
U(w,C,m, t)− V (w, t)

]
, C = m.

Let π be the optimal strategy corresponding to V . Then the following verification theorem

holds:
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Theorem 13. Suppose that there is a function H(w,C,m, t) which is a solution of equa-

tion (4.2) for w ∈ R, t ∈ [0, T ], C ≥ m, 0 < m ≤ 1and which is sufficiently integrable.

Furthermore, suppose that for each (w,C,m, t) satisfying w ∈ R, t ∈ [0, T ], C ≥ m,

0 < m ≤ 1 there exists π∗ = π∗(w,C,m, t) ∈ Rn such that

Lπ∗H = sup
π∈R2

LπH (4.15)

and such that the trading strategy

πt =


π∗(Wt, Ct,mt, t), t < τh, Ct > mt,

arbitrary, t < τh, Ct = mt,

πt, t ≥ τh

is admissible. Then U = H and π is an optimal strategy.

Proof. We define the stopping time τ = τh ∧ T . Since W t is an Ito diffusion in [0, τ ] for

every admissible trading strategy π, we have

Et [H(Wτ , Cτ ,mτ , τ)] = U(w,C,m, t) + Et

[∫ τ

t

(∂tH + LπH) ds

]
+ Et

[∫ τ

t

∂mH dms

]
.

Since H satisfies the HJB equation, we get the inequality

Et [H(Wτ , Cτ ,mτ , τ)] ≥U(w,C,m, t)+

+ Et

[∫ τ

t

fms(ms)
[
H(W (c)

s , Cs,ms, s)− V (W (c)
s , s)

]
dms

]
.

Note that above we could replace ∂mH by the last term on the right hand side, because

if Cs > ms, then dms = 0, while H satisfies the corresponding boundary condition, if

Cs = ms. Hence we get

H(w,C,m, t) ≥Et [H(Wτ , Cτ ,mτ , τ) · I {τ = T}] + Et [H(Wτ , Cτ ,mτ , τ) · I {τ < T}]−

− Et

[∫ τ

t

fms(ms)
[
H(Ws, Cs,ms, s)− V (Ws, s)

]
dms

]
.

Since

Nt −
∫ τh∧t

0

fms(ms) dms
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is an Ft-martingale, we get for the last term on the right hand side

Et

[∫ τ

t

fms(ms)
[
H(Ws, Cs,ms, s)− V (Ws, s)

]
dms

]
= Et

[∫ τ

t

[
H(Ws, Cs,ms, s)− V (Ws, s)

]
dNs

]
= Et

[[
H(Wτ , Cτ ,mτ , τ)− V (Wτ , τ)

]
· I {τ < T}

]
.

Therefore,

H(w,C,m, t) ≥ Et [H(WT , CT , mT , T ) · I {τ = T}] + Et

[
V (Wτ , τ) · I{τ < T}

]
= Et [H(WT −R2, CT , mT , T ) · I{τ = T}] + Et

[
V (Wτ , τ) · I{τ < T}

]
≥ Et [u(WT ) · I{τ = T}] + Et [u(WT ) · I{τ < T}]

= Et [u(WT )] .

Since this inequality holds for any admissible strategy, we get H ≥ U . On the other

hand we have equality for π = π, so H = U .

4.A.2 The Default Case

As in this section 4.4.2, we let τ = τh ∧ T and assume that the wealth process has the

dynamics

dWt =


[
(µ− r)Tπt + r Wt + εAF

]
dt+ π

(1)
t σ1 dB

(1)
t + π

(2)
t σ2 dB

(2)
t , t < τ,[

(µ1 − r)π(1)
t + r Wt

]
dt+ π

(1)
t σ1dB

(1)
t , τ < t < T

subject to Wτ = Wτ− +
(
−π(2)

τ +R1

)
· I{τ < T}+R2 · I{τ = T}.

We consider the corresponding HJB equation

∂tU + sup
π∈R2

LπU = 0

U(w,C,m, t) = u(w +R2), w ∈ R, C ≥ m, 0 < m ≤ 1,

∂mU = fm(m) [U − V (w + c, t) · e−γR̃ter(T−t) ], C = m.

Then the following verification theorem holds:
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Theorem 14. Suppose that there is a function H(w,C,m, t) which is a solution of equa-

tion (4.A.2) for w ∈ R, t ∈ [0, T ], C ≥ m, 0 < m ≤ 1and which is sufficiently integrable.

Furthermore, suppose that for each (w,C,m, t) satisfying w ∈ R, t ∈ [0, T ], C ≥ m,

0 < m ≤ 1 there exists π∗ = π∗(w,C,m, t) ∈ R2 such that

Lπ∗H = sup
π∈R2

LπH (4.16)

and such that the trading strategy

πt =


π∗(Wt, Ct,mt, t), t < τh, Ct > mt,

−c, t ≤ τh, Ct = mt,

πMt , t > τh

is admissible. Then U = H and π is an optimal strategy.

Proof. We fix t, and as in the verification theorem for the non-default case we consider

the continuous part W
(c)
t of the wealth process, which follows the dynamics

dW s =


[
(µ− r)Tπt + r W s + εAF

]
ds+ π

(1)
t σ1 dB

(1)
s + π

(2)
t σ2 dB

(2)
s , s < τ,[

(µ1 − r)π(1)
t + r W t

]
ds+ π

(1)
t σ1dB

(1)
s , τ < s < T

subject to W
(c)
τ = W

(c)

τ− .

Following the steps from the non-default case, we immediately see that

H(w,C,m, t) ≥Et

[
H(W

(c)
T , CT , mT , T ) · I {τ = T}

]
+

+ Et

[
V (W (c)

τ + c, τ) · e−γR̃τ er(T−τ) · I{τ < T}
]
.

As before, we have W
(c)
T · I{τ = T} = (WT −R2) · I{τ = T} and hence

Et

[
H(W

(c)
T , CT , mT , T ) · I {τ = T}

]
= Et [u(WT ) · I {τ = T}] .
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For the second term on the right hand side, we get

Et

[
V (W (c)

τ + c, τ) · e−γR̃τ er(T−τ) · I{τ < T}
]

=Et

[
V (Wτ −R1, τ) · e−γR̃τ er(T−τ) · I{τ < T}

]
=Et

[
V (Wτ , τ) · eγR1er(T−τ) · e−γR̃τ er(T−τ) · I{τ < T}

]
=Et

[
V (Wτ , τ) · Eτ e

γR1er(T−τ) · e−γR̃τ er(T−τ) · I{τ < T}
]

=Et [V (Wτ , τ) · I{τ < T}]

≥Et [u(WT ) · I{τ < T}] .

Consequently, we get H(w,C,m, t) ≥ Et[WT ] for all admissible trading strategies, and

hence H ≥ U . Again we get equality for π = π which yields H = U .



Chapter 5

Indifference Pricing under Model

Misspecification

5.1 Motivation

Following ideas of Anderson, Hansen, and Sargent (2000) and Maenhout (2004), we now

incorporate model uncertainty into the default model from chapter 3. Suppose that in

a market with a money market account and n risky, tradable and default free assets

S
(1)
t , . . . , S

(n)
t the investor seeks to maximize expected utility of terminal wealth over all

admissible trading strategies, i.e. wants to determine supπ∈A E[u(WT )]. The dynamics

of the economy is first estimated to be described by the measure P, called the reference

measure, under which S
(1)
t , . . . , S

(n)
t have the dynamics

dS
(i)
t = S

(i)
t

(
µ

(i)
t dt+ σ

(i)
t dB

(i)
t

)
,

the B
(i)
t are correlated Wiener processes. Since the investor is uncertain whether or not

P is indeed the correct measure, he is willing to consider other candidate measures Q ∼ P

as well. However, a measure change comes at the cost of a penalty for his value function,

95
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and his new goal is to find

sup
π∈A

inf
Q∼P

{
EQ[u(WT )] + h(Q)

}
(5.1)

In equation (5.1) the freedom of choice of the candidate measure can be interpreted as

a second control (apart from the trading strategy). The penalty term h(Q) controls

the distance between the candidate measure Q and the reference measure P which the

investor still considers reasonable.

A popular choice for h (see e.g. Anderson, Hansen, and Sargent (2000)) is the entropic

penalty function

h(Q) = k H(Q|P) = k EQ

[
log

dQ

dP

]
= k E

[
dQ

dP
log

dQ

dP

]
,

where k is a positive constant.

If we work with the standard filtration generated by the driving Brownian motions

B
(1)
t , . . . , B

(n)
t , augmented by the sets of measure 0 of Ω, then an equivalent measure

change corresponds to an adjustment of the drifts in the dynamics of the S
(i)
t , i.e. under

a measure Q ∼ P the risky assets have the dynamics

dS
(i)
t = S

(i)
t

[
(µ

(i)
t + v

(i)
t ) dt+ σ

(i)
t dB

Q,(i)
t

]
(5.2)

for some Ft-adapted processes v
(1)
t , . . . , v

(n)
t . Here the B

Q,(i)
t are correlated Brownian

motions under Q.

A short calculation shows that

EQ

[
log

dQ

dP

]
=

1

2
EQ

[ ∫ T

0

vTs Ω−1vs ds

]
,

where vt = (v
(1)
t , . . . , v

(n)
t )T and Ω is the variance-covariance matrix of S

(1)
t , . . . , S

(n)
t .

Let us restrict ourselves to candidate measures corresponding to Markovian drift

adjustments, i.e.

vt = v(St, t), St =
(
S

(1)
t , . . . , S

(n)
t

)
.
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It follows, that if U is the value function defined by (5.1), then U has the HJB equation

∂tU + sup
π∈Rn

inf
v∈Rn

{
Lπ,vU +

1

2
k vTΩ−1v

}
= 0, (5.3)

subject to the appropriate terminal condition U(w,S, T ) = u(w). Here Lπ,v is the

infinitesimal generator of the joint process (Wt,St).

Unfortunately, due to the last term on the left hand side not containing U or any

of its derivatives, equation (5.3) cannot be solved analytically. In fact, for the case of

power or exponential utility, we are even unable to factor wealth out of the solution.

As a resolution, Maenhout (2004) suggests the following approach: he modifies the HJB

equation by scaling the penalty term and defines U to be the solution of the equation

∂tU + sup
π∈Rn

inf
v∈Rn

{
Lπ,vU +

1

2
kU vTΩ−1v

}
= 0. (5.4)

Maenhout then shows that this modified equation can be solved and uses it to optimize

portfolios with an infinite time horizon and consumption-based power utility.

Alternatively one can also modify the optimization problem and define the value

function as the solution of

U(w, t) = sup
π∈A

inf
Q∼P

EQ

[
u(WT ) +

1

2
k

∫ T

t

U(Ws, s) v
T
s Ω−1vs ds

∣∣∣∣ Wt = w

]
. (5.5)

If we define U in this way, existence and uniqueness questions are obviously raised.

These issues are discussed in Duffie and Epstein (1992) in the context of differential

utility.

The penalty term equation (5.4) can be interpreted as a scaled version of the penalty

term corresponding to relative entropy. However the scaling factor is not constant, but

dependent on future utility.

The definition of U would normally also depend on initial conditions corresponding

to the risky assets. However, as in the case with complete certainty, it turns out that e.g.

for power and exponential utiliy, U depends only on wealth and time. The HJB-equation

corresponding to the modification (5.5) is in fact equation (5.4).
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In the following sections we adopt this approach to generalize our results from the

previous sections on the investment problem as well as on pricing the defaultable bond

and the credit default swap. Our work differs from Maenhout (2004) firstly in the choice

of the utility function. More importantly, due to the default risk of one of the assets, the

arising optimization problems are different and lead to more complicated HJB equations.

Nevertheless, we show that we can solve them analytically, at least to the same extent

as for the case of complete model specification.

In a related paper, Uppal and Wang (2003) generalize the setting in Maenhout (2004)

and introduce different levels of ambiguity for different assets. Applying their idea to our

setting, we define the value function U as solution of the equation

U(w, t) = sup
π∈A

inf
Q∼P

EQ

[
u(WT ) +

1

2

∫ T

t

U(Ws, s) v
T
s Φvs ds

∣∣∣∣ Wt = w

]
. (5.6)

where the matrix Φ arises as a weighted sum of the levels of model uncertainty corre-

sponding to different subsets of the risky assets. The construction of Φ is discussed in

detail in appendix 5.B. This generalization is particularly useful for our setting, since

the model for the tradable assets can usually be estimated well from past data, whereas

the dynamics of the health of the defaultable firm are rather uncertain.

The default model we use in this section is the same as the one from chapter 3. In

particular, there are three possible states for the firm (healthy, distressed and default).

The switch from healthy to distressed is triggered by the creditworthiness index C hitting

the barrier D for the first time, while default is triggered by the switch of a Poisson

process. The only difference compared to chapter 3 is that we assume uncertainty on the

dynamics of the tradable risky assets and the CWI.
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5.2 The Investment Problem

For the remainder of this chapter we assume that under a measure Q ∼ P the dynamics

of I, S, C are given by
dIt = It

[
(µ1 + v

(1)
t ) dt+ σ1 dB

Q,(1)
t

]
,

dSt = St

[
(µ2 + v

(2)
t ) dt+ σ2 dB

Q,(2)
t

]
,

dCt = Ct

[
(ν + v

(3)
t ) dt+ η dB

Q,(3)
t

] (5.7)

with correlated Q-Brownian motions B
Q,(1)
t , B

Q,(2)
t , B

Q,(3)
t . Normally we will write B

(1)
t ,

B
(2)
t , B

(3)
t only for notational purposes. In addition to the same notation as in section

3.3 we let vt = (v
(1)
t , v

(2)
t , v

(3)
t )T . As in the completely specified case, we assume that the

investor liquidates their position in S at time τh. Consequently, in the absence of default

risk, the corresponding wealth process has the Q-dynamics

dWt =


[
((µ− r)T + (v

(1)
t , v

(2)
t ))πt + r Wt

]
dt+ π

(1)
t σ1 dB

(1)
t + π

(2)
t σ2 dB

(2)
t , t < τh,[

(µ1 − r + v
(1)
t )π

(1)
t + r Wt

]
dt+ π

(1)
t σ1dB

(1)
t , t > τh,

(5.8)

subject to

Wτh = Wτ−h
.

We first define the set of admissible trading strategies, denoted again by A, as well

as the set of candidate measures. We could define A similarly to section 3. To keep the

definition simple, here we require from the start that each trading strategy and every

drift adjustment corresponding to a candidate measure be bounded.

Definition 6. (a) An admissible trading strategy is a predictable stochastic process πt =(
π

(1)
t , π

(2)
t

)
∈ R2 which is almost surely bounded and satisfies π

(2)
t = 0 for t > τh.

(b) A candidate measure is a measure Q ∼ P under which I, S, C have the dynamics

(5.7), where vt = (v
(1)
t , v

(2)
t , v

(3)
t ) is almost surely bounded and predictable.
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5.2.1 The Value Function in the Distressed Regime

We start with computing the value function V corresponding to an optimal investment

in the distressed regime. For t > τh the wealth process has the Q-dynamics

dWt =
[
rWt + (µ1 − r + v

(1)
t )π

(1)
t

]
dt+ π

(1)
t σ1dB

(1)
t .

From this point forward, we will write v and π instead of v(1) and π(1), when there is no

confusion.

We define V to be the solution of the optimization problem

V (w, I, t) = sup
π∈A

inf
Q∼P

EQ

[
u(WT ) +

1

2

∫ T

t

V (Ws, Is, s) φ v
2
s ds

∣∣∣∣ Ws = w, Is = I

]
. (5.9)

Here φ is a negative scalar. The penalty term in (5.9) is a scaled version of the relative

entropy of a measure change induced by adjusting the drift of the index I only. We

choose this penalty, because in the distressed regime the only model uncertainty relevant

for the wealth process is through v
(1)
t , the drift adjustment of I. The scalar φ is negative,

because V is negative.

Assuming V is independent of I, the corresponding HJB equation is
∂tV + sup

π∈R
inf
v∈R

{
Lπ,v V +

1

2
V φv2

}
= 0 ,

V (w, T ) = u(w) , w ∈ R ,

(5.10)

where

Lπ,vV = (rw + (µ1 − r + v)π) ∂wV +
1

2
π2σ2

1 ∂wwV.

In contrast to the completely specified case, it is by far not obvious that V is indeed

independent of I. However the verification theorem from appendix 5.A shows that the

solution of equation (5.10) that we will find indeed coincides with the value function V

in equation (5.9).

As in the completely specified case, we make the ansatz V (w, t) = u(wer(T−t)) g(t),
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which results in the following ODE for g:
g′ + inf

π∈R
sup
v∈R

{
g(µ1 − r + v) atπ +

1

2
π2σ2

1a
2
t g +

1

2
g φ v2

}
= 0,

g(T ) = 1.

(5.11)

To find the saddle point, it is convenient to write the PDE in the form

g′ + inf
π∈R

sup
v∈R

F (h) = 0, (5.12)

where

F (h) =
1

2
hTKh+ dTh

and

h =

 v

π̃

 , π̃ = atπ, K = g

 φ 1

1 σ2
1

 , d =

 0

(µ1 − r)g

 .

The first order condition for a saddle point is Kh = −d which has the unique solution

h∗ = −K−1d =
µ1 − r
φσ2

1 − 1

 −1

φ

 .

Since φ < 0, the determinant of K is negative and therefore h∗ indeed corresponds to a

saddle point.

The corresponding critical value is F (h∗) = −1
2
dTK−1d, and leads to the ODE

g′ − 1

2

(µ1 − r)2φ

φσ2
1 − 1

g = 0,

g(T ) = 1.

(5.13)

This ODE has the solution g(t) = e−
1
2
λ
2
(T−t) with λ

2
= (µ1−r)φ

(φσ2
1−1)

.

The above result is quite interesting in the two extreme cases φ = 0 and φ→ −∞. In

the limit φ → −∞ the solution reduces to the standard Merton problem with complete

certainty. This is expected, since φ → −∞ penalizes any deviation from the reference

measure P heavily. In contrast, φ = 0 corresponds a complete lack of confidence in the

reference measure P. It is interesting to observe that in this case, π∗ → 0, i.e. the
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investor invests less and less money in the risky asset. Furthermore, vt = r−µ1, and the

corresponding measure Q is measure under which the risky asset grows at the risk-free

rate.

5.2.2 The Value Function in the Healthy Regime

Prior to τh the corresponding wealth process has the Q-dynamics

dWt =
[(

(µ− r)T + (v
(1)
t , v

(2)
t )
)
πt + r Wt

]
dt+ π

(1)
t σ1 dB

(1)
t + π

(2)
t σ2 dB

(2)
t ,

The value function U(w, I, S, C, t) in the healthy regime is defined to be the solution of

the optimization problem

U(w, I, S, C, t) = sup
π∈A

inf
Q∼P

EQ

[
u(WT ) +

1

2

∫ τh∧T

t

U(Ws, Ps, Ss, Cs, s) v
T
s Φvs ds +

+
1

2

∫ T

τh∧T
V (Ws, s) φ v

2
s ds

∣∣∣∣ Wt = w, It = I, St = S, Ct = C

]
. (5.14)

Here Φ is a negative semidefinite matrix. Its construction is explained in detail in ap-

pendix 5.B.

The choice of the penalty terms in equation (5.14) are motivated in a similar way as in

equation (5.9). Up to time τh, the penalty is a scaled version of the relative entropy of the

measure change from P to Q, since the wealth process is affected by model uncertainty

in all three processes It, St, Ct. After time τh only model uncertainty in I affects Wt, so

we choose the same penalty term as in the value function for the distressed regime.

Assuming that U is dependent on w, C, and t only, the corresponding HJB equation

is 
∂tU + sup

π∈R2

inf
v∈R3

Lπ,vU = 0,

U(w,C, T ) = u(w)

U(w,D, t) = V (w, t),

(5.15)
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with

Lπ,vU =
[
rw + πT

(
(µ− r) + (v(1), v(2))T

)]
∂w U +

1

2
πTΩπ ∂wwU+

+ (ν + v(3))C ∂CU + πTωC ∂wC +
1

2
η2C2 ∂CCU +

1

2
U vTΦv

(5.16)

Once again, it is not obvious that U should depend only on w, C and t; however, the

verification theorem from appendix 5.A demonstrates that the solution to (5.15) indeed

coincides with the value function U in (5.14).

The method for solving this equation is similar to the one in section 3.3. Our goal

is to write U in the form U(w,C, t) = u(wer(T−t)) e−
1
2

Λ
2
(T−t) G(ln C

D
, T − t)β. Then

we determine Λ and β such that the PDE for G is linear. Firstly, letting U(w,C, t) =

u(wer(T−t)) g(C, t) leads to the PDE

∂tg + inf
π∈R2

sup
v∈R3

{
πT
(
µ− r + (v(1), v(2))T

)
atg +

1

2
πTΩπ a2

tg+

+(ν + v(3))C ∂Cg +πTω atC ∂Cg +
1

2
η2C2 ∂CCg +

1

2
g vTΦv

}
= 0,

g(C, T ) = 1

g(D, t) = e−
1
2
λ
2
(T−t).

(5.17)

As in the case of the distressed regime, the notation for this equation can be simplified

by writing it in the form

∂tg + ν C∂Cg +
1

2
η2C2 ∂CCg + inf

π∈R2
sup
v∈R3

F (h) = 0,

where

F (h) =
1

2
hTKh+ dTh

and

h =

 v

π̃

 , π̃ = atπ, K = g



Φ

1 0

0 1

0 0

1 0 0

0 1 0
Ω


, d =



0

0

C ∂Cg

(µ− r)g + ωC ∂Cg


.
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As before, the optimization problem has the unique solution h∗ = −K−1d, the corre-

sponding critical value is F (h∗) = −1
2
dTK−1d, and the PDE reduces to

∂tg + νC∂Cg +
1

2
η2C2∂CCg −

1

2
dTK−1d = 0. (5.18)

To solve this equation, we first compute K−1. Letting E ,


1 0

0 1

0 0

 and noting

that Φ and Ω are symmetric, we have

K−1 =
1

g

 (Φ−EΩ−1ET )−1 −Φ−1E(−ETΦ−1E + Ω)−1

−(−ETΦ−1E + Ω)−1ETΦ−1 (−ETΦ−1E + Ω)−1

 (5.19)

Since the term −1
2
dTK−1d contributes the term −1

2
g (µ−r)T (−ETΦ−1E+Ω)−1(µ−r)

to equation (6.5), we make the substitution

g(C, t) = Gβ(ln
C

D
, T − t)) e−

1
2

Λ
2
(T−t),

where

Λ
2

= (µ− r)T (−ETΦ−1E + Ω)−1(µ− r).

To find the resulting equation for G it is convenient to write

d =



0

0

0

µ− r


g +



0

0

1

ω


C∂Cg,

Using the notation e = (0, 0, 1)T , G satisfies the PDE

−∂τG+

(
ν − 1

2
η2 − (µ− r)T

(
−ETΦ−1E + Ω

)−1 (−ETΦ−1e+ ω
))

∂xG+
1

2
η2 ∂xxG−

+
1

2

(∂xG)2

G

[
(β − 1)η2 − β d̃

T
K−1d̃

]
= 0,
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where d̃ =

e
ω

, and hence the appropriate choice of β is

β =
1

1− 1
η2 d̃

T
K−1d̃

.

With this choice of β the PDE for G is linear:
−∂τG+ ν̃ ∂xG+

1

2
η2 ∂xxG = 0,

G(0, τ) = e−
1
2β

(Λ
2−λ2

)τ ,

G(x, 0) = 1,

(5.20)

where this time ν̃ = ν − 1
2
η2 − (µ − r)T

(
−ETΦ−1E + Ω

)−1 (−ETΦ−1e+ ω
)
. It is

pleasing that the same PDE that arises in the case of full certainty (equation (3.3),

section 3.3) appears here as well – except with λ, Λ replaced by λ, Λ and with a modified

ν̃ (no longer the MEMM adjusted drift).

As for the distressed regime, we consider the limiting behaviour of the value function

for the cases Φ → −∞ and Φ → 0. For convenience we restate the values of the

parameters in equation (5.20):

ν̃ = ν − 1

2
η2 − (µ− r)T

(
−ETΦ−1E + Ω

)−1 (−ETΦ−1e+ ω
)
,

β =
1

1− 1
η2 d̃TK

−1d̃
,

Λ
2

= (µ− r)T (−ETΦ−1E + Ω)−1(µ− r),

λ
2

=
(µ1 − r)2φ

φσ2
1 − 1

.

For Φ → −∞, φ → −∞ it is easy to see that these parameters converge to the

corresponding parameters in the completely specified case, and hence the same applies

for the value function.

For the other extreme case we first explain what we mean by Φ→ 0. Let Φ = εΦ0,

φ = εφ0, for some fixed Φ0 and φ0. We will examine the behaviour of the value function
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as ε→ 0. It is convenient to write Φ0 and Φ−1
0 in the form

Φ0 =

 Ψ0 a

aT ϕ0

 , Φ−1
0 =

 Ψ
−1

0 a

aT ϕ0

 .

If we assume that Φ0 is strictly negative definite, then ϕ0 < 0, ϕ0 < 0 and Ψ0, Ψ
−1

0 are

strictly negative definite.

Since the entries of K−1 frequently appear in the parameters above, we first examine

their behaviour for ε→ 0. We immediately see that

(−ETΦ−1E+Ω)−1 = (−εΨ−1

0 +Ω)−1 = −εΨ0(I−εΩΨ0)−1 = −εΨ0 +O(ε2), (5.21)

and

Φ−1E(−ETΦ−1E+Ω−1)−1 =
1

ε

Ψ
−1

0

aT

·[−εΨ0 +O(ε2)
]

=

 −I

−aTΨ0

+O(ε). (5.22)

Now we examine the behaviour of the entries of (Φ−EΩET )−1.

Lemma 15. The (3,3) entry of (Φ−EΩET )−1 is

1

εϕ0

+O(1), (5.23)

and all other entries of (Φ−EΩ−1ET )−1 approach finite values as ε→ 0.

Proof. Recall that for a regular square matrix A = (aij), the elements of the inverse

matrix A−1 = (aij) can be computed as follows:

aij =
(−1)i+j · [(j, i) minor of A]

detA
.

By (i, j) minor of A we mean the determinant of the submatrix obtained from A by

deleting the ith row and the jth column.

We have

Φ−EΩET =

 εΨ0 −Ω−1 εa

εaT εϕ0

 ,
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and hence

det(Φ−EΩET ) = εϕ0 · det Ω−1 +O(ε2).

The (3,3) minor of Φ−EΩ−1ET is

det(εΨ0 −Ω−1) = det Ω−1 +O(ε),

and therefore the (3,3) entry of (Φ−EΩET )−1 is

1

εϕ0

+O(1). (5.24)

All other minors of Φ−EΩ−1ET are at least of order O(ε), and therefore all other entries

of (Φ−EΩ−1ET )−1 approach finite values as ε→ 0.

From the results of (5.21), (5.22) it follows that as ε→ 0,

ν̃ = ν − 1

2
η2 − (µ− r)T

(
−εΨ0 +O(ε2)

) (
ETΦ−1e+ ω

)
= ν − 1

2
η2 − (µ− r)T

(
−εΨ0 +O(ε2)

)
(ε−1a+ ω) → ν − 1

2
η2 + (µ− r)TΨ0a

and

Λ
2

= −ε (µ− r)TΨ0(µ− r) +O(ε2),

λ
2

= −ε (µ1 − r)2 φ0 +O(ε2).

Furthermore, the only entry of K−1 of order O(ε−1) is the (3, 3) entry. Hence β → 0

(ε→ 0), and more precisely by lemma 15, we have

β = −εη2ϕ0 +O(ε2).

It follows that

1

β
(Λ

2 − λ2
)→ 1

η2ϕ0

·
[
(µ− r)TΨ0(µ− r)− (µ1 − r)2 φ0

]
.

Therefore the boundary conditions in equation (5.20) imply that G remains bounded

as well as bounded away from 0 (as ε → 0). Since β → 0, it follows that g → 1 and

hence U → u(wer(T−t)).
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Now we examine how the optimal trading strategy π∗ and the optimal measure Q∗

behave as ε→ 0. Recall that

 v∗

π∗

 = −K−1d. Firstly, it is helpful to notice that

C∂Cg

g
= β

∂xG

G
→ 0 (ε→ 0),

since in the limit as ε→ 0: ∂xG is bounded, G is bounded away from 0 and β → 0.

Theorem 16. For ε→ 0,

π
(1),∗
t → 0, π

(2),∗
t → 0

pointwise for all w, I, S, C, t.

In other words, when there is complete uncertainty, no risky investments are made.

This is the analog to the distressed regime’s result.

Proof. For π∗ we get from equation (5.19)

π∗ = (−ETΦ−1E + Ω)−1(µ− r)− (−ETΦ−1E + Ω)−1
(
ETΦ−1e+ ω

) C∂Cg
g

and hence

π∗ = −εΨ0(µ− r) + εΨ0(ε−1a+ ω)
C ∂Cg

g
+O(ε) → 0.

For the optimal measure we first focus on the limiting behaviour of v
(1)
t and v

(2)
t .

Theorem 17. As ε→ 0,

v
(1),∗
t → r − µ1, v

(2),∗
t → r − µ2

pointwise for all w, I, S, C, t.

Hence under the optimal measure, the drifts of Pt and St tend to r as uncertainty

increases. This result is also the analog to the distressed regime.
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Proof. For v∗ we get from equation (5.19)

v∗ = −(Φ−EΩ−1ET )−1e
C∂Cg

g
+ Φ−1E(−ETΦ−1E + Ω)−1 (µ− r) +

+Φ−1E(−ETΦ−1E + Ω)−1 ω
C∂Cg

g
. (5.25)

Since Φ−1 = ε−1Φ−1
0 , (−ETΦ−1E + Ω)−1 = −εΨ0 + O(ε2), C∂Cg

g
→ 0, the third term

approaches 0 as ε→ 0. Furthermore, since by (5.22),

Φ−1E(−ETΦ−1E + Ω−1)−1 =

 −I

−aTΨ0

+O(ε),

it is easy to see that the first two components of the second term tend to r − µ1 and

r − µ2. Therefore we still have to show that the first two components of the first term

approach 0. Recalling that e = (0, 0, 1)T , this follows from the fact that the (1,3) and

(2,3) entries of (Φ−EΩ−1ET )−1 approach finite values for ε→ 0.

Theorem 18. Let L(x, t) , ∂xG
G

. Then for ε→ 0,

v
(3),∗
t → η2L(x, t)− aTΨ0(µ− r).

In particular, v(3),∗ approaches a finite limit for all w, I, S, C, t and not ±∞, as one

might expect.

Proof. We start from equation (5.25). The third component of the third term on the

right hand side is O(ε), whereas the third component of the second term is −aTΨ0(µ−

r) +O(ε). Noticing that C∂Cg
g

= β · ∂xG
G

and β = −εη2ϕ0 +O(ε2) and furthermore using

the result from lemma 15, we can see that the third component of the first term is

η2L(x, t) +O(ε).

This proves the lemma.
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5.3 Valuation of Credit Derivatives

In this section we examine how prices of defaultable bond and CDS rates change under

model misspecification. Since the computations are similar to those in sections 3.4 and

3.5, we treat the two kinds of credit derivatives simultaneously.

Under a measure Q ∼ P we assume that the wealth process has the dynamics

dWt =



[
((µ− r)T + (v

(1)
t , v

(2)
t ))πt + r Wt + εAF

]
dt+

+π
(1)
t σ1 dB

(1)
t + π

(2)
t σ2 dB

(2)
t , t < τ1,[

(µ1 − r + v
(1)
t )π

(1)
t + r Wt + εAF

]
dt+ π

(1)
t σ1dB

(1)
t , τ1 < t < τ2,[

(µ1 − r + v
(1)
t )π

(1)
t + r Wt

]
dt+ π

(1)
t σ1dB

(1)
t , t > τ2,

subject to

Wτ1 = Wτ−1
+R2 · I{τ1 = T},

Wτ2 = Wτ−2
+R1 · I{τ2 < T}+R2 · I{τ2 = T}.

Here R1 is a random payment independent of the driving Brownian motions, and R2 is a

deterministic payment. The choice ε = 0, R1 = RF (R=recovery), R2 = F corresponds

to an investment in the defaultable bond, whereas ε = ±1, R1 = −ε(1 − R)F , R2 = 0

corresponds to the investment of the seller/buyer of credit protection.

5.3.1 Valuation in the Distressed Regime

In the distressed regime we assume that the only model uncertainty comes from the drift

of the tradable asset I. While it would be both desirable and realistic to incorporate

uncertainty in the hazard rate κ as well, we choose not do so here due to analytical

tractability. In certain cases this can be somewhat justified by assuming that the default

probability of the firm can be estimated fairly well from past data (e.g. from firms within

the same market sector and of similar size). Furthermore we also assume complete model

certainty in the distribution of the recovery rate.



Chapter 5. Indifference Pricing under Model Misspecification 111

We define the value function V as the solution of the optimization problem

V (w, I, t) = sup
π∈A

inf
Q∼P

EQ

[
u(WT ) +

1

2

∫ τd∧T

t

V (Ws, Is, s) φ v
2
s ds +

+
1

2

∫ T

τd∧T
V (Ws, s) φ v

2
s ds

∣∣∣∣ Ws = w, Is = I

]
.

This definition is the analog of the definition of V in section 5.2.1. The corresponding

HJB equation for V is

∂tV + εAF ∂wV + sup
π∈R

inf
v∈R

{
Lπ,v V +

1

2
V φv2

}
+

+κ
[
V (w + R̃t, t)− V

]
= 0 ,

V (w, T ) = u(w +R2) , w ∈ R ,

(5.26)

where

Lπ,vV = (rw + (µ1 − r + v)π) ∂wV +
1

2
π2σ2

1 ∂wwV

and (as before)

R̃t =
1

γεer(T−t)
log E eγεR1er(T−t) .

Factoring out wealth by writing V (w, t) = u(wer(T−t)) g(t) leads to the following ODE

for g:

g′ + inf
π∈R

sup
v∈R

{
[εAF + (µ1 − r + v)π] atg +

1

2
σ2

1π
2a2
tg +

1

2
g φv2

}
+

+κ
[
e−

1
2
λ
2
(T−t)−R̃1at − g

]
= 0,

g(T ) = e−γR2 ,

Carrying out the optimization on the left hand side like in section 5.2.1 leads to
g′ −

(
κ+

1

2
λ

2 − εAFat
)
g + κe−

1
2
λ
2
(T−t)−R̃1at = 0,

g(T ) = e−γR2 ,

which can be solved in the usual way. Things become easy by noticing that for the

defaultable bond (ε = 0, R1 = RF , R2 = F ) the equation above is the same as equation
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(2.2), its analog for the completely specified case, only with λ replaced by λ. Similarly,

for the CDS we get the same equation as (2.6), where again λ is replaced by λ.

It is interesting to see that since the indifference price of the bond as well as the

indifference CDS rates do not depend on λ, they are exactly the same as in the case with

complete model certainty. This fact makes it even more interesting to check whether and

how uncertainty on κ influences the prices of credit derivatives. This however is material

for future research.

Valuation in the Healthy Regime

In analogy to the previous sections we define the value function U(w,P, S, C, t) to be the

solution of the optimization problem

U(w, I, S, C, t) = sup
π∈A

inf
Q∼P

EQ

[
u(WT ) +

1

2

∫ τh∧T

t

U(Ws, Is, Ss, Cs, s) v
T
s Φvs ds +

+
1

2

∫ τd∧T

τh∧T
V (Ws, s) φv

2
s ds +

1

2

∫ T

τd∧T
V (Ws, s) φv

2
s ds

∣∣∣∣∣∣∣∣ Wt = w, It = I, St = S, Ct = C

]
. (5.27)

Here Φ is the same matrix as in the investment problem in section 5.2.2.

Assuming that U is independent of I and S, the corresponding HJB equation is


∂tU + εAF ∂wU + sup

π∈R2

inf
v∈R3

Lπ,vU = 0,

U(w,C, T ) = u(w +R2)

U(w,D, t) = V (w, t).

The operator Lπ,v is the same as in (5.16). As in section 3.5, we make an ansatz of the
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form U(w,C, t) = u(wer(T−t)) eψ(T−t) h(C, t) with ψ(τ) = −εγA
r
erτ leading to the PDE

∂th+ inf
π∈R2

sup
v∈R3

{
πT
(
µ− r + (v(1), v(2))T

)
ath+

1

2
πTΩπ a2

th+

+(ν + v(3))C ∂Ch+ πTω atC ∂Ch+
1

2
η2C2 ∂CCh+

1

2
h vTΦv

}
= 0,

h(C, T ) = e−γR2 ,

h(D, t) = e−ψ(T−τ) · g(t).

Note that this equation is the same as (5.17), only with different boundary conditions.

To solve it, we can therefore make an analogous substitution to get a linear equation.

More specifically, we let h(C, t) = G
β
(ln C

D
, T − t) · e− 1

2
Λ

2
(T−t) with Λ, β as in equation

(5.21) to get 
−∂τG+ ν̃ ∂xG+

1

2
η2 ∂xxG = 0,

G(0, τ) = e−
1
2β

(Λ
2−λ2

)τ−ψ(τ)
β ,

G(x, 0) = e−γR2/β

with ν̃ as in (5.21). As in the distressed regime, we find the same equation as in the fully

specified cases in sections 3.4 and 3.5, only now with the new parameters ν̃ and β, and

with λ and Λ replaced by λ and Λ. Once again the MEMM adjusted drift that appeared

in the fully specified case disappears and is replaced by a model uncertainty version.

As for the completely specified case, we plot the bond yields as well as the seller’s

and buyer’s CDS spreads. For the following plots we have made specific choices for the

negative scalar φ0 and the negative definite matrix Φ0. This choice is explained in detail

at the end of Appendix 5.B. We then let φ = εφ0, Φ = εΦ0 for different values of ε. In

Figure 5.1 we plot the resulting yields and buyer/seller CDS spreads as the uncertainty

varies. The case ε = 100 corresponds to almost complete model certainty. For this

case we get almost the same yields and CDS rates as in the completely specified case

(for C0 = 1.05). With increasing model uncertainty we observe that the bond yields

and seller’s CDS rates increase, while the buyer’s CDS rates decrease. This is what we

intuitively expect. Furthermore, there appears to be more flexibility in the shapes of the
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resulting CDS spreads when compared with those in the fully specified case.
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Figure 5.1: The effect of model misspecification on yields and CDS spreads. The param-

eters for the measure reference measure P are as for the plots in sections 3.4 and 3.5.

The initial CWI was set at C0 = 1.05, risk aversion is γF = 0.1. The uncertainty scalar

φ = εφ0 and matrix Φ = εΦ0 with φ0 and Φ0 reported in Appendix .
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5.A Appendix: Verification Theorem

We assume the same model as in sections 5.2 and 5.3. Let τ1 , τh ∧ T and τ2 , τd ∧ T .

Furthermore we assume that under a measure Q ∼ P, the dynamics of I, S, C are

dIt = It

[(
µ1 + v

(1)
t

)
dt+ σ1 dB

(1)
t

]
,

dSt = St

[(
µ2 + v

(2)
t

)
dt+ σ2 dB

(2)
t

]
,

dCt = Ct

[(
ν + v

(3)
t

)
dt+ η dB

(3)
t

]
,

and the wealth process Wt has the dynamics

dWt =



[(
(µ− r)T + (v

(1)
t , v

(2)
t )
)
πt + r Wt + εAF

]
dt+ π

(1)
t σ1 dB

(1)
t + π

(2)
t σ2 dB

(2)
t , t < τ1,[(

µ1 − r + v
(1)
t

)
π

(1)
t + r Wt + εAF

]
dt+ π

(1)
t σ1 dB

(1)
t , τ1 < t < τ2,[(

µ1 − r + v
(1)
t

)
π

(1)
t + r Wt

]
dt+ π

(1)
t σ1 dB

(1)
t , t > τ2,

subject to

Wτ1 = Wτ−1
+R2 · I{τ1 = T},

Wτ2 = Wτ−2
+R1 · I{τ2 < T}+R2 · I{τ2 = T}.

As in previous sections, we often write vt instead of v
(1)
t . The interpretation of A, R1, R2

is the same as section 5.3. The value functions U1, U2 and U3 are defined as solutions of

the equations

U1(w, I, t) = sup
π∈A

inf
Q∼P

EQ

[
u(WT ) +

1

2

∫ T

t

U1(Ws, Is, s) φ v
2
s ds

∣∣∣∣ Wt = w, It = I, t > τd

]
,

(5.28)

U2(w, I, t) = sup
π∈A

inf
Q∼P

EQ

[
u(WT ) +

1

2

∫ τ2

t

U2(Ws, Is, s) φ v
2
s ds +

1

2

∫ T

τ2

U1(ws, Is, s) φ v
2
s ds

∣∣∣∣∣∣∣∣ Ws = w, Is = I, τh ≤ t < τd

]
, (5.29)
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U3(w, I, S, C, t) = sup
π∈A

inf
Q∼P

EQ

[
u(WT ) +

1

2

∫ τ1

t

U3(Ws, Is, Ss, Cs, s) v
T
s Φvs ds+

+
1

2

∫ τ2

τ1

U2(Ws, Is, s) φ v
2
s ds +

1

2

∫ T

τ2

U1(ws, Is, s) φ v
2
s ds

∣∣∣∣∣∣∣∣ Wt = w, It = I, St = S, Ct = C, t < τh

]
. (5.30)

Here φ < 0 is a constant and Φ ∈ R3×3 is a negative definite matrix.

Corresponding to U1, U2, U3 we consider the HJB equations
∂tU1 + sup

π∈R
inf
v∈R

{
Lπ,v1 U1 +

1

2
U1 φ v

2

}
= 0 ,

U1(w, T ) = u(w) , w ∈ R ,

(5.31)

where

Lπ,v1 U1 = (rw + (µ1 − r + v)π) ∂wU1 +
1

2
π2σ2

1 ∂wwU1,



∂tU2 + εA ∂wU2 + sup
π∈R

inf
v∈R

{
Lπ,v2 U2 +

1

2
U2 φ v

2

}
+

+κ
[
U1(w + R̃1, t)− U2

]
= 0 ,

U2(w, T ) = u(w +R2) , w ∈ R ,

(5.32)

where

Lπ,v2 U2 = (rw + (µ1 − r + v)π) ∂wU2 +
1

2
π2σ2

1 ∂wwU2, R̃1 =
1

γεer(T−t)
log E eγεR1er(T−t) ,

and 
∂tU3 + εA∂wU3 + sup

π∈R2

inf
v∈R3
Lπ,v3 U3 = 0,

U3(w,C, T ) = u(w +R2), w ∈ R, C > D,

U3(w,D, t) = U2(w, t), w ∈ R, t ∈ [0, T ],

(5.33)

with

Lπ,v3 U3 =
[
rw + πT

(
(µ− r) + (v(1), v(2))T

)]
∂wU3 +

1

2
πTΩπ ∂wwU3 + (ν1 + v(3))C ∂CU3 +

+πTωC ∂wCU3 +
1

2
η2C2 ∂CCU3 +

1

2
U3 v

TΦv.
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Let Ω be the variance-covariance matrix of I, S, C (in contrast to Ω, the variance-

covariance matrix of I, S). In analogy to the completely specified case, the following

verification theorem holds:

Theorem 19. (a) Suppose that there exists a function H1 = H1(w, t) that is a solution of

(5.31). Furthermore, suppose that for each (w, t) ∈ R×[0, T ] there exist πM = πM(w, t) ∈

R, vM = vM(w, t) ∈ R such that

Lπ
M ,vM

1 H1 = sup
π∈R

inf
v∈R
Lπ,v1 H1. (5.34)

Assume that the trading strategy defined by (5.34) is admissible and that there exists a

measure QM ∼ P under which I has the dynamics

dIt = It

[
(µ1 + vMt ) dt+ σ1 dB

(1)
t

]
.

Then H1(w, t) is a solution of equation (5.28) for (w,P, t) ∈ R× [0,∞)× [0, T ].

(b) Suppose there exists a function H2 = H2(w, t) that is a solution of (5.32). Fur-

thermore, suppose that for each (w, t) ∈ R × [0, T ] there exist π∗ = π∗(w, t) ∈ R,

v∗ = v∗(w, t) ∈ R such that

Lπ
∗,v∗

2 H2 = sup
π∈R

inf
v∈R
Lπ,v2 H2. (5.35)

Assume that the trading strategy πt defined by

πt =

 π∗(Wt, t), τh ≤ t ≤ τd,

πMt , t > τd

is admissible and that there exists a measure Q∗ ∼ P under which I has the dynamics

dIt = It

[
(µ1 + vt) dt+ σ1 dB

(1)
t

]
,

where

vt =


v∗, t < τd,

vM , t ≥ τd.
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Then H2 is a solution of (5.29).

(c) Suppose there exists a function H3 = H3(w,C, t) which solves (5.33), and suppose

that for each (w,C, t) ∈ R × (D,∞) × [0, T ] there exist π∗∗ = π∗∗(w,C, t) ∈ R2 and

v∗∗ = v∗∗(w,C, t) such that

Lπ
∗∗,v∗∗

3 H3 = sup
π∈R2

inf
v∈R3
Lπ,v3 H3. (5.36)

Assume that the trading strategy defined by

πt =

 π∗∗(Wt, Ct, t), t < τh,

(πt, 0), t ≥ τh,

is admissible and that there exists a measure Q∗∗ ∼ P under which I, S, C have the drift

adjustments v∗∗t up to time τh ∧ T , and furthermore I has drift adjustment vt between

τh ∧ T and T . Then H3 is a solution of (5.30).

Proof. We start with part (a). Note that this part is very similar to the verification

theorem of the standard Merton investment problem. Since our optimization problem is

somewhat different and non-standard, we give the proof anyway.

Consider the measure QM and let π ∈ A be any admissible strategy. Working under

QM , we get from Ito’s lemma

H1(WT , T ) = H1(w, t) +

∫ T

t

(∂tH1 + Lπ,v
M

1 H1) ds+

∫ T

t

πsσ1 ∂wH1 dB
(1)
s .

Using the facts that H1 is a solution of (5.31) and that π ∈ A is an arbitrary strategy,

we always have ∂tH1 + Lπ,vMH1 ≤ −1
2
H1φ(vM)2. Taking expectations therefore leads to

EQM

t H1(WT , T ) ≤ H1(w, t)− EQM

t

[
1

2

∫ T

t

H1(Ws, s) φ (vMs )2 ds

]
.

Using H1(WT , T ) = u(Wt) we get

H1(w, t) ≥ EQM

t

[
u(WT ) +

1

2

∫ T

t

H1(Ws, s) φ (vMs )2 ds

]
.
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Since this inequality holds for all admissible trading strategies, it follows that

H1(w, t) ≥ sup
π∈A

EQM

t

[
u(WT ) +

1

2

∫ T

t

H1(Ws, s) φ (vMs )2 ds

]
≥ sup

π∈A
inf
Q∼P

EQ
t

[
u(WT ) +

1

2

∫ T

t

H1(Ws, s) φ v
2
s ds

]
. (5.37)

Now fix the strategy πMt and let Q ∼ P be any equivalent measure. Let Pt have drift

µ1 + vt under Q. Since we always have ∂tH1 +LπM ,vH1 ≥ −1
2
H1φv

2
s , a similar argument

as above leads to

EQ
t H1(WT , T ) ≥ H1(w, t)− EQ

t

[
1

2

∫ T

t

H1(Ws, s) φ v
2
s ds

]
,

and hence

H1(w, t) ≤ EQ
t

[
u(WT ) +

1

2

∫ T

t

H1(Ws, s) φ v
2
s ds

]
.

Since this relation holds for any Q ∼ P, we get

H1(w, t) ≤ inf
Q∼P

EQ
t

[
u(WT ) +

1

2

∫ T

t

H1(Ws, s) φ v
2
s ds

]
≤ sup

π∈A
inf
Q∼P

EQ
t

[
u(WT ) +

1

2

∫ T

t

H1(Ws, s) φ v
2
s ds

]
. (5.38)

The theorem then follows from inequalities (5.37) and (5.38). For later and in analogy to

the verification theorem for the completely specified case we note that for the strategy πM

and the measureQM we get equality everywhere, i.e. H1(w, t) = EQM
[
u(W πM

T + 1
2

∫ T
t
H1(W πM

s , s) φ (vMs )2 ds
]
.

Now we prove part (b). Let πt be an arbitrary trading strategy and consider the

measure Q∗. Then as in part (a), Ito’s lemma yields

H2(Wτ , τ) = H2(w, t) +

∫ τ

t

(∂tH2 + εA∂wH2 + Lπ,v
∗

2 H2) ds+

∫ τ

t

πsσ1 ∂wH2 dB
(1)
s ,

where we have written τ instead of τ2. Using the fact that H2 solves equation (5.32), we

have ∂tH2 + εA ∂wH2 +Lπ,v
∗

2 H2 ≤ −1
2
U2φv

2 − κ
[
U1(w + R̃1, t)−H2

]
. Taking expecta-

tions we therefore get

H2(w, t) ≥EQ∗

t

[
H2(Wτ− , τ

−)
]

+

+ EQ∗

t

[
1

2

∫ τ

t

H2(Ws, s) φ (v∗s)
2 ds+

∫ τ

t

κ
[
U1(Ws + R̃1, t)−H2(Ws, s)

]
ds

]
.
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As in appendix 2.A, we have

EQ∗

t

[∫ τ

t

κ
[
U1(Ws + R̃1, s)−H2(Ws, s)

]
ds

]
= EQ∗

t

[(
U1(Wτ− + R̃1, τ)−H2(Wτ− , τ

−)
)
· I{τd ≤ T}

]
.

Using EQ∗

t

[
U1(Wτ− − εR̃1, τ

−) · I{τd ≤ T}
]

= EQ∗

t [ U1(Wτ , τ) · I{τd ≤ T}], the inequal-

ity above becomes

H2(w, t) ≥ EQ∗

t

[
U(WT , T ) · I{τd > T}+ U1(Wτ , τ) · I{τd ≤ T}+

1

2

∫ τ

t

H2(Ws, s) φ (v∗s)
2 ds

]
.

From the proof of part (a) we know that

U1(Wτ , τ) ≥ EQ∗

τ

[
u(WT ) +

1

2

∫ T

τ

U1(Ws, s) φ (v∗s)
2 ds

]
,

so we get

H2(w, t) ≥ EQ∗

t

[
u(WT ) +

1

2

∫ τ

t

H2(Ws, s) φ (v∗s)
2 ds +

1

2

∫ T

τ

U1(ws, s) φ (v∗s)
2 ds

]
,

hence, since π is an arbitrary admissible strategy,

H2(w, t) ≥ sup
π∈A

EQ∗

t

[
u(WT ) +

1

2

∫ τ

t

H2(Ws, s) φ (v∗s)
2 ds +

1

2

∫ T

τ

U1(Ws, s) φ (v∗s)
2 ds

]
≥ sup

π∈A
inf
Q∼P

EQ
t

[
u(WT ) +

1

2

∫ τ

t

H2(Ws, s) φ v
2
s ds +

1

2

∫ T

τ

U1(Ws, s) φ v
2
s ds

]
.

(5.39)

Now fix the strategy πt and let Q ∼ P be any equivalent measure. Then from

arguments analog to those above and in part (a), it follows that

H2(w, t) ≤ inf
Q∼P

EQ
t

[
u(WT ) +

1

2

∫ τ

t

H2(Ws, s) φ v
2
s ds +

1

2

∫ T

τ

U1(Ws, s) φ v
2
s ds

]
≤ sup

π∈A
inf
Q∼P

EQ
t

[
u(WT ) +

1

2

∫ τ

t

H2(Ws, s) φ v
2
s ds +

1

2

∫ T

τ

U1(Ws, s) φ v
2
s ds

]
.

(5.40)

Them the claim follows from inequalities (5.39) and (5.40). Furthermore, for π = π and

Q = Q∗ we get equality everywhere, i.e. we have

H2(w, t) = EQ∗

t

[
u(W π

T ) +
1

2

∫ τ2

t

H2(W π
s , s) φ (v∗s)

2 ds +
1

2

∫ T

τ2

U1(W π
s , s) φ (v∗s)

2 ds

]
.

The proof of part (c) is analogous.
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5.B Appendix: Motivation for the Definition of Φ

In this section we give the defintion and its motivation of the matrix Φ in section 5.2.

Suppose that instead of equation (5.5), the definition for U is

U(w, I, S, C, t) , sup
π∈A

inf
Q∼P

EQ

[
u(WT ) + k log

dQ

dP

]
(5.41)

= sup
π∈A

inf
Q∼P

EQ

[
u(WT ) +

1

2
k

∫ T

t

vsΩ
−1
vs ds

]
, k > 0,

where Ω is the covariance matrix of I, S and C. This is the analog of the original defi-

nition in Anderson, Hansen, and Sargent (2000). Following the idea in Uppal and Wang

(2003), we would like to modify this definition to take into account different levels of un-

certainty corresponding to the marginal distributions of different subsets of {It, St, Ct}.

Let A1, . . . , A7 be the different non-empty subsets of {I, S, C}. Corresponding

to a subset Ai, we start with the matrix Ω̃
−1

i ∈ R|Ai|×|Ai|, the inverse of the variance-

covariance matrix of the elements contained in Ai. Then we define the matrix Ω−1
i =

ω
(i)
II ω

(i)
IS ω

(i)
IC

ω
(i)
SI ω

(i)
SS ω

(i)
SC

ω
(i)
CI ω

(i)
CS ω

(i)
CC

 as follows (following Uppal and Wang (2003)):

• Let X, Y ∈ {I, S, C}. If X /∈ Ai or Y /∈ Ai, then ω
(i)
XY = 0.

• If we delete all rows and columns of Ω−1
i indexed by elements not contained in Ai,

the resulting matrix is Ω̃
−1

i . 1

Then Φ is defined as linear combination

Φ ,
7∑
i=1

αiΩ
−1
i , (5.42)

1Example: Let Ai = {It, Ct}. If Ω̃i =
(

σ2
1 ρσ1η

ρσ1η η2

)
is the variance-covariance matrix of It and

Ct, then Ω̃
−1

i = 1
σ2
1η

2(1−ρ2)

(
η2 −ρσ1η
−ρσ1η σ2

1

)
and hence Ω−1

i = 1
σ2
1η

2(1−ρ2)

 η2 0 −ρσ1η
0 0 0

−ρσ1η 0 σ2
1

.
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where the αi are non-positive weights. A large |αi| corresponds to a high level of certainty

for the marginal distribution of the corresponding subset, whereas a small |αi| corresponds

to a high level of uncertainty. Note that as a negative linear combination of positive

semi-definite matrices, Φ is negative semi-definite. If the weight corresponding to the

uncertainty in the joint distribution of It, St, Ct is negative, then Φ is strictly negative

definite.

Given a measure Q ∼ P and a non-empty subset Ai ⊆ {It, St, Ct}, let Pi, Qi

be the induced measures for the marginal distribution of the elements in Ai. Then an

appropriate modification of (5.41) is

U(w, I, S, C, t) , sup
π∈A

inf
Q∼P

{
EQ [u(WT )] +

7∑
i=1

αiEQi

[
log

dQi

dPi

]}
, wi < 0.(5.43)

For a given subset Ai, let vAit ∈ R|Ai| be the vector obtained from vt ∈ R3 by deleting

the components that correspond to elements not contained in Ai. Then it is easy to see

that

EQi

[
log

dQi

dPi

]
= EQi

[
1

2

∫ T

t

(vAis )T Ω̃
−1

i v
Ai
s ds

]
= EQ

[
1

2

∫ T

t

vTs Ω−1
i vs ds

]
,

so that (5.43) becomes

U(w, I, S, C, t) = sup
π∈A

inf
Q∼P

[
u(WT ) +

1

2

∫ T

t

vTs Φvs ds

]
.

Applying the same modification to this equation as in Maenhout (2004) then leads to

the definition in (5.5).

To conclude this section we explain the choices of the matrix Φ0 and the scalar φ0

for the plots in section 5.3. For Φ0 we chose all the weights αi to equal -1, i.e.

Φ0 = −
7∑
i=1

Ω−1
i .

Furthermore, it is reasonable to assume that the level of uncertainty in the marginal

distribution of P does not change upon switching from the healthy to the distressed
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regime. Consequently, if we assume that

Ω−1
1 =


σ−2

1 0 0

0 0 0

0 0 0

 ,

then a suitable choice for the scalar φ is

φ = α1σ
−2
1 .

Therefore we have chosen φ0 = −σ−2
1 for the plots in section 5.3.



Chapter 6

Pricing of a CDS in a Discrete Time

Setting

6.1 Introduction and Model

This chapter was the original starting point of this thesis. It is related to the previous

chapters in the sense that we use utility indifference pricing to determine CDS rates in a

structural framework. It is independent from them in the sense that the framework used

is not continuous, but discrete. In contrast to previous sections, the CDS payments are

made at discrete points in time. Moreover, default is also monitored at discrete times

only.

Suppose we have a market with a risky default-free asset I, a defaultable asset S

(the reference entity’s stock) which is correlated to I, and a money market account with

constant interest rate r, and suppose that we would like to price a credit default swap

written on S. We adopt the setup from section 2.1.2, i.e. due to the default risk, the

investor chooses not to invest in S.

Let D > 0 be a given time-invariant observable threshold, and let a discrete set of

times 0 = t0, t1, t2, ..., tn = T be given. The firm defaults, if at any of these times, S is

124
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below D. This setup corresponds to the classical Merton model for pricing a defaultable

bond. introduced in Merton (1974), in this model the firm’s asset value is a geometric

Brownian motion, and the company defaults if at maturity T the asset value is below a

certain default level, which can be interpreted as the companies debt.

Consequently, we assume that the buyer of a CDS written on the firm makes/receives

payments subject to the following rules:

• At time t0 = 0 the buyer makes a payment of A dollars, if S0 ≥ D. If S0 < D, no

payments are made or received at all.

At time ti (i ∈ {1, . . . , n − 1}) the buyer makes a payment of A dollars, provided

that at t = t0, . . . , ti the stock price St has been at or above some threshold level

D. At time tn = T the buyer does not make another payment.

• If Stj ≥ D for j = 0, . . . , i − 1, but Sti < D, then the buyer receives a one-time

payment of 1 dollar at time ti and does not make any further payments in the

future.

The problem is to find an appropriate value of A.

0=t0 t 1 t 2 t 3 t 4 t n =T
t

D

St

default

. . .

(a) Default model

t n =T

t 3t 2t 10=t0

t 4
t

. . .

A A A A

1

(b) Payment stream from the buyer’s point of

view

Note that in this chapter we only consider the buyer’s CDS rate. However, it is easy

to modify the analysis for the seller as we did in previous chapters. Moreover we assume
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that the face value of the firm’s defaultable bond is 1 and that the recovery rate is 0.

This is mostly for notational purposes and can also easily extended to non-zero or even

random recovery rates.

We model I and S as stochastic processes on a filtered probability space (Ω,F , (Ft),P).

The dynamics of I and S are given by

dIt = It

(
µ dt+ σ dB

(1)
t

)
,

dSt = St

(
ν dt+ η dB

(2)
t

)
,

where B
(1)
t and B(2) are correlated Brownian motions on Ω with correlation ρ (−1 ≤ ρ ≤

1). The filtration (Ft) is the standard filtration generated by B
(1)
t , B

(2)
t and the null sets

of Ω.

An trading strategy is given by πt, the amount invested in I at time t. We demand

that πt satisfy the conditions in definition 2 for n = 1 from chapter 1.1 and denote the

set of admissible trading strategies by A.

6.2 The Two Investment Problems

We start by maximizing expected utility of terminal wealth when the investor invests in

I and the money market only. This is the standard Merton investment problem with one

risky asset, and hence by the result from section 1.1 the corresponding value function is

V (w, t) = u(w er(T−t)) e−
1
2
λ2(T−t), λ =

µ− r
σ

.

We now examine the case in which the buyer is invested in one unit of the CDS and

in I and the money market with his remaining money. For π ∈ A we model the wealth
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process W̃ π
t as the unique strong solution of

dW̃t = (rW̃t + (µ− r)πt) dt+ πtσ dB, t ∈ (ti, ti+1),

W̃ti = W̃t−i
+ I
{
St0 ≥ D, . . . , Sti−1

≥ D
}
· (I {Sti < D} − A · I {Sti ≥ D}) ,

i ∈ {1, . . . , n− 1} ,

W̃T = W̃T− + I
{
St0 ≥ D, . . . , Stn−1 ≥ D, ST < D

}
.

By using this definition, we assume that at time t0 = 0, the initial payment of A dollars

has already been made.

We now define the value function U by

U(w, I, S, t) = sup
π
E(u(W̃T ) | W̃t = w, It = I, St = S, Stj ≥ D for all tj ≤ t),

i.e. we assume that S has not defaulted yet at time t. Note that this makes U undefined

for all (w, I, S, t) such that t = ti for some i and S < D. As in previous chapters, it is

clear that U is independent of I, so that we will write U(w, S, t) from now on.

Let S ≥ D. Then in analogy to previous chapters the indifference price for the

periodic payment A = A(w, I, S) is defined by the equation

U(w − A, S, 0) = V (w, 0).

Assuming that in each open interval (ti, ti+1), U is continuously differentiable once in

t and twice in w, S, we expect U to satisfy the following HJB equation in (ti, ti+1):

Ut + νS ∂SU + rw ∂wU +
1

2
η2S2 ∂SSU+

+ sup
π∈R

{
1

2
π2σ2 ∂wwU + π [(µ− r) ∂wU + σηρS ∂SwU ]

}
= 0. (6.1)

At t = t0, t1, . . . , T however we cannot expect U to be continuous, due to the jumps

in W̃ . Therefore one problem is to determine the proper boundary conditions for U at

t = t0, t1, . . . , T .

Intuitively, we can get the left-hand limit of U(w, S, t) (as t → tj) in the following

way: Suppose that St < D and t is close to tj. Then we expect S to default at tj, in
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which case we will have W̃tj = W̃t−j
+ 1. Then starting at tj, we are in the situation of

the Merton problem, so that we expect U(w, S, t)→ V (w + 1, tj) as t→ t−j .

Similarly, suppose that St > D and t is close to tj. Then we expect S not to default

at t = tj, in which case we get W̃tj = W̃t−j
−A, and hence U(w,P, S, t)→ U(w−A, S, tj)

as t→ t−j .

Similar arguments work to determine limt→T− U(w,P, S, t), only that in this case the

buyer does not make a payment, if ST > D.

The boundary condition for U at t = ti (i ∈ {1, . . . , n− 1}) is therefore given by

U(w, S, t−i ) =

 U(w − A, S, ti), S > D

V (w + 1, ti), S < D,
(6.2)

while at t = T the boundary condition is given by

U(w, S, T−) =

 −
1
γ
e−γw, S > D

− 1
γ
e−γ(w+1), S < D.

(6.3)

Note that the equations above do not make a statement about the limit U(w, S, t−i ) for

S = D. This however does not matter, because {Sti = D} is a set of measure 0.

6.3 Computation of U

The method of finding U is very similar to the previous chapters. We make an ansatz of

the form U(w, S, t) = u(w er(T−t)) e−
1
2
λ2(T−t) G(s, τ) with new variables

s = logS +

(
δ − η2

2

)
(T − t), τ = T − t,

with δ = ν − (µ− r) · ρ · η
σ
, and additionally define

τi = T − tn−i for i = 0, . . . , n.

Then G(s, τ) solves the heat equation

∂τG−
1

2
η2 ∂ssG = 0 (6.4)
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subject to the boundary conditions

G(s, 0+) =

 1, s > logD,

e−γ(1−ρ2), s < logD,

and

G(s, τ+
i ) =

 eAγ(1−ρ2)erτi ·G(s, τi), s > logD +
(
δ − η2

2

)
τi,

e−γ(1−ρ2)erτi , s < logD +
(
δ − η2

2

)
τi.

Note that due to the discrete default times (instead of a continuous default barrier) we

could remove the drift term in equation (6.4).

Using the Feynman-Kac formula the solution of the equation above can be recursively

represented as

G(s, τ) = E G(s+ η(Zτ − Zτi), τ+
i ), τ ∈ (τi, τi+1],

where Zt is a Wiener process on Ω. An explicit representation for G will be derived in

the next sections.

6.4 Behaviour of the Indifference Price as γ → 0

Let P̃ be any measure under which St has the dynamics

St = S0 · e
„
δ− η

2

2

«
t+ηWt

,

where Wt is a standard Brownian motion. In particular, P̃ can be the minimal martingale

measure. In this section we will compute the risk-neutral CDS spread Ã under P̃. We will

then show that the CDS spread obtained by the method of indifference pricing converges

to Ã as γ → 0.

By comparing the expected discounted payments made and received, it is easy to see
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that the risk-neutral CDS spread is given by the equation

A+ P̃(St1 < D) · (−1)e−rt1 + P̃(St1 ≥ D, St2 < D) ·
[
Ae−rt1 − 1 · e−rt2

]
+P̃(St1 ≥ D, St2 ≥ D, St3 < D) ·

[
Ae−rt1 + Ae−rt2 − 1 · e−rt3

]
+ . . .+

+P̃(St1 ≥ D, . . . , Stn−1 ≥ D, ST < D) ·
[
Ae−rt1 + . . .+ Ae−rtn−1 − 1 · e−rtT

]
+P̃(St1 ≥ D, . . . , ST ≥ D) ·

[
Ae−rt1 + . . .+ Ae−rtn−1

]
= 0.

(6.5)

For simplicity of notation, let a1, . . . , an+1 denote the probabilities on the left hand

side of (6.5), i.e.

a1 = P̃(St1 < D),

ak = P̃(St1 ≥ D, . . . , Stk−1
≥ D, Stk < D), k = 2, . . . n,

an+1 = P̃(St1 ≥ D, . . . , ST ≥ D),

and let x1, . . . , xn+1 denote the corresponding discounted payments, i.e.

x1 = −1 · e−rt1 ,

xk = A · e−rt1 + . . .+ A · e−rtk−1 − 1 · e−rtk , k = 2, . . . , n,

xn+1 = A · e−rt1 + . . .+ A · e−rtn−1 .

Then (6.5) becomes

A+
n+1∑
i=1

aixi = 0,

where the ai satisfy
∑n+1

i=1 ai = 1 and ai ≥ 0. For the risk-neutral CDS spread this yields

Ã =

∑n
j=1 aje

−rtj

1 +
∑n−1

j=1 e
−rtj

(∑n+1
i=j+1 ai

) . (6.6)

The CDS spread Aγ = Aγ(S) obtained from indifference pricing is given by the

equation

A+ e−rT · 1

γ(1− ρ2)
logGA,γ(s, T ) = 0, (6.7)
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with s = logS +
(
δ − η2

2

)
T . Here GA,γ is the function G from the previous sections.

However in this section, we want to emphasize its dependence on A and γ.

Theorem 20. For all A ≥ 0, γ > 0, the function GA,γ(s, T ) has the representation

GA,γ(s, T ) =
n+1∑
i=1

aie
γ(1−ρ2)erT xi .

The proof is somewhat lengthy and will be presented in appendix 6.A.

For fixed s, let L̃(A) denote the left hand side of (6.5), and let L(A, γ) denote the left

hand side of (6.7). Obviously, L̃(A) is strictly increasing in A.

Lemma 21. (a) For fixed s, L(A, γ) is strictly increasing in both A and γ.

(b) For fixed s and A,

L(A, γ)→ L̃(A) as γ → 0.

Proof. (a) It is clear that L(A, γ) is strictly increasing in A.

To show that L(A, γ) is also strictly increasing in γ, we substitute β = γ(1 − ρ2)erT

and define f(β) = log
∑n+1

i=1 aie
βxi . Note that f(β) = 0. We now have to show that f(β)

β

is increasing in β.

f is convex in β, because

f ′(β) =

∑n+1
i=1 aixie

βxi∑n+1
i=1 aie

βxi

and

f ′′(β) =

(∑
aix

2
i e
βxi
) (∑

aie
βxi
)
−
(∑

aixie
βxi
)2

(
∑
aieβxi)

2

=

∑
i 6=j aiajx

2
i e
β(xi+xj) −

∑
i 6=j aiajxixje

β(xi+xj)

(
∑
aieβxi)

2

=

∑
i<j e

β(xi+xj)aiaj(xi − xj)2

(
∑
aieβxi)

2

≥ 0.
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Since f is convex, the difference quotient f(β)−f(0)
β−0

is increasing in β. This proves the

claim.

For (b), we have to show that

lim
β→0

1

β
log

n+1∑
i=1

aie
βxi =

n+1∑
i=1

aixi.

This follows easily from l’Hopital’s rule, because

lim
β→0

1

β
log

n+1∑
i=1

aie
βxi = lim

β→0

1∑n+1
i=1 aie

βxi
·
n+1∑
i=1

aixie
βxi

=

∑n+1
i=1 aixi∑n+1
i=1 ai

=
n+1∑
i=1

aixi.

Recall that Ã is the risk-neutral CDS spread. Let Aγ be the CDS spread found by

indifference pricing corresponding to γ.

Theorem 22.

lim
γ→0

Aγ = Ã.

Proof. By definition, Aγ solves L(Aγ, γ) = 0, and Ã solves L(Ã) = 0. From claim 21 we

know that L(A, γ) ↓ L̃(A) for fixed A as γ → 0+. It follows that Aγ increases as γ → 0+

and that Aγ ≤ Ã for all γ > 0. Hence limγ→0Aγ exists and

lim
γ→0

Aγ ≤ Ã.

Let Â := limγ→0Aγ and assume that Â < Ã. Then 0 = L̃(Ã) > L(Â). Furthermore,

for any γ > 0 we have L(Â, γ) > L̃(Aγ, γ) = 0. So we have

L(Â, γ) > 0 > L̃(Â)

for all γ > 0. On the other hand, limγ→0 L(Â, γ) = L̃(Â), i.e. we get a contradiction.

This proves that limγ→0Aγ = Ã.
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Now we compute the first-order correction term of Aγ with respect to γ, i.e. we want

to write

Aγ = Ã+ A(1)γ + o(γ) (γ → 0).

Assuming differentiability of Aγ with respect to γ (which will follow), we have

A(1) =
dA

dγ

∣∣∣∣
γ=0

.

For (A, γ) ∈ R2 consider the function

L(A, γ) =

 A+ 1
γ(1−ρ2)erT

log
∑n+1

i=1 aie
γ(1−ρ2)erT xi , γ 6= 0,

A+
∑n+1

i=1 aixi, γ = 0.

If L is continuously differentiable as a function in (A, γ) at (Ã, 0) and if ∂L
∂A

(Ã, 0) 6= 0,

then from the implicit function theorem it follows that Aγ is continuously differentiable

at γ = 0 and that

dA

dγ

∣∣∣∣
γ=0

= −
∂L
∂γ

(Ã, 0)

∂L
∂A

(Ã, 0)
.

Hence we now have to show that ∂L
∂A

and ∂L
∂γ

both exist in a neighbourhood of (Ã, 0) and

that they are continuous there.

This is fairly easy to see for ∂L
∂A

. We get

∂L

∂A
(Ã, 0) = 1 +

n+1∑
i=1

ai
∂xi
∂A

∣∣∣∣
A=Ã

= 1 +
n−1∑
j=1

e−rtj

(
n+1∑
i=j+1

ai

)
.

For ∂L
∂γ

(A, 0) we note that we can write

n+1∑
i=1

aie
γ(1−ρ2)erT xi =

∞∑
k=0

bkγ
k

with b0 = 1 , b1 = (1− ρ2)erT
∑n+1

i=1 aixi and b2 = 1
2
(1− ρ2)2

(
erT
)2∑n+1

i=1 aix
2
i . Hence for

|γ| < 1 we have

log
n+1∑
i=1

aie
γ(1−ρ2)erT xi =

∞∑
k=0

ckγ
k,
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where c0 = 0, c1 = b1 = (1− ρ2)erT
∑n+1

i=1 aixi and

c2 = b2 −
1

2
b2

1

=
1

2
(1− ρ2)2

(
erT
)2

n+1∑
i=1

aix
2
i −

1

2
(1− ρ2)2

(
erT
)(n+1∑

i=1

aixi

)2

=
1

2
(1− ρ2)2

(
erT
)2 ·

(n+1∑
i=1

aix
2
i

)(
n+1∑
i=1

ai

)
−

(
n+1∑
i=1

aixi

)2


=
1

2
(1− ρ2)2

(
erT
)2 ·
∑
i<j

aiaj(xi − xj)2.

Therefore

∂L

∂γ
(A, 0) =

1

(1− ρ2)erT
c2 =

1

2
(1− ρ2)erT ·

∑
i<j

aiaj(xi − xj)2

and

A(1) = −
1
2
(1− ρ2)erT ·

∑
i<j aiaj(x̃i − x̃j)2

1 +
∑n−1

j=1 e
−rtj

(∑n+1
i=j+1 ai

) ,

where x̃j = xj|A=Ã.

Using (6.8) we can rewrite this result as

A(1) = − 1

2Ã
(1− ρ2)erT ·

(∑
i<j

aiaj(x̃i − x̃j)2

)
·

(
n∑
j=1

aje
−rtj

)
.

6.A Appendix: Proof of Theorem 20

In the previous section we assumed that St has the dynamics

St = S · e
„
δ− η

2

2

«
t+ηWt

under P̃. In terms of the driving Brownian motion, the condition St ≥ D is equivalent to

Wt ≥
ln D

S
−
(
δ − η2

2

)
t

η
.
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We can therefore rewrite the a1, . . . , an+1 as

a1 = P̃(Wt1 < d1),

ak = P̃(Wt1 ≥ d1, . . . , Wtk−1
≥ dk−1, Wtk < dk), k = 2, . . . , n,

an+1 = P̃(Wt1 ≥ d1, . . . , Wtn ≥ dn),

where

dk =
ln D

S
−
(
δ − η2

2

)
tk

η
, k = 1, . . . , n.

As in previous sections, let s = logS +
(
δ − η2

2

)
(T − t), τ = T − t, and define τi =

T − tn−i for i = 0, . . . , n. Recall that G(s, τ) satisfies the heat equation ∂τ − 1
2
η2∂ssG = 0

subject to the boundary conditions

G(s, 0+) =

 1, s > logD,

e−γ(1−ρ2), s < logD,

and

G(s, τ+
i ) =

 eAγ(1−ρ2)erτi ·G(s, τi), s > logD +
(
δ − η2

2

)
τi,

e−γ(1−ρ2)erτi , s < logD +
(
δ − η2

2

)
τi.

If Zt is a standard Brownian motion on Ω, we can compute G(s, T ) recursively by

using the relation

G(s, τi+1) = E G(s+ η(Zτi+1
− Zτi), τ+

i ).

The following lemma gives an explicit formula for G(s, τm) for m = 1, . . . , n and will

prove theorem 20.

Lemma 23. For m = 2, . . . , n we have

G(s, τm) =
m+1∑
i=1

a
(m)
i (s)eγ(1−ρ2)x

(m)
i ,

where

x
(m)
1 = −1 · erτm−1

x
(m)
k = A · erτm−1 + . . .+ A · erτm−k+1 − 1 · erτm−k , k = 2, . . . ,m,

x
(m)
m+1 = A · erτm−1 + . . .+ A · erτ1
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and

a
(m)
1 (s) = P(Zτm − Zτm−1 < d

(m)
1 (s)),

a
(m)
k (s) = P(Zτm − Zτm−1 ≥ d(1)

m (s), . . . , Zτm − Zτm−k+1
≥ d(k−1)

m (s),

Zτm − Zτm−k < d(k)
m (s)), k = 2, . . . ,m,

a
(m)
m+1(s) = P(Zτm − Zτm−1 ≥ d(1)

m (s), . . . , Zτm − Zτ1 ≥ d(m−1)
m (s), Zτm ≥ d(m)

m (s))

and

d
(m)
k (s) =

logD − s−
(
δ − η2

2

)
τm−k

η
, k = 1, . . . ,m.

For m = 1 the lemma holds with the convention x
(1)
2 = 0.

We first demonstrate why this lemma proves claim 20. In the lemma above, let m = n.

Also let the ai, xi, di be defined as in the previous section. Then the lemma proves claim

20 for the following reasons:

• Since τi = T − tn−i for i = 1, . . . , n, it follows that x
(n)
i = erTxi.

• For τ = T , we have s = logS +
(
δ − η2

2

)
T , and therefore d

(n)
k (s) = dk for k =

1, . . . , n+ 1.

• Finally, the vectors (Wt1 , . . . , Wtn−1 , WT ) and (ZT − Zτn−1 , . . . , ZT − Zτ1 , ZT )

have the same distribution, so a
(n)
k = ak for k = 1, . . . , n+ 1.

Proof of lemma 23. We prove the lemma by induction on m.

m = 1: For G(s, τ1) we get

G(s, τ1) = E G(s+ ηZτ1 , 0
+)

= E
[
1 · I {s+ ηZτ1 ≥ logD}+ e−γ(1−ρ2) · I {s+ ηZτ1 < logD}

]
= P

(
Zτ1 ≥

logD − s
η

)
+ e−γ(1−ρ2) ·P

(
Zτ1 <

logD − s
η

)
(6.8)

= a
(1)
2 (s)eγ(1−ρ2)x

(1)
2 + a

(1)
1 (s)eγ(1−ρ2)x

(1)
1 .
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m = 2: We have

G(s, τ2) = E G(s+ η(Zτ2 − Zτ1), τ+
1 ).

The boundary condition at τ1 gives us

G(s, τ+
1 ) =

 eAγ(1−ρ2)erτ1 ·G(s, τ1), s ≥ logD +
(
δ − η2

2

)
τ1,

e−γ(1−ρ2)erτ1 , s < logD +
(
δ − η2

2

)
τ1.

Therefore

G(s+ η(Zτ2 − Zτ1), τ+
1 ) =

= eAγ(1−ρ2)erτ1 ·G(s+ η(Zτ2 − Zτ1), τ1) · I
{
s+ η(Zτ2 − Zτ1) ≥ logD +

(
δ − η2

2

)
τ1

}
+e−γ(1−ρ2)erτ1 · I

{
s+ η(Zτ2 − Zτ1) < logD +

(
δ − η2

2

)
τ1

}
(6.9)

Using (6.8) we have

G(s+ η(Zτ2 − Zτ1), τ1) = P

(
Zτ1 ≥

logD − s− η(Zτ2 − Zτ1)
η

)
+e−γ(1−ρ2) ·P

(
Zτ1 <

logD − s− η(Zτ2 − Zτ1)
η

)
.(6.10)

The condition Zτ1 ≥
logD−s−η(Zτ2−Zτ1 )

η
is equivalent to Zτ2 ≥ logD−s

η
, and the condition

s+ η(Zτ2 − Zτ1) ≥ logD +
(
δ − η2

2

)
τ1 is equivalent to Zτ2 − Zτ1 ≥

logD−s+
„
δ− η

2

2

«
τ1

η
.

Using (6.10) and writing the probabilities therein as expected values of the corre-

sponding indicator functions, plugging this into (6.9) and finally taking expected values,

we get

G(s, τ2) = E G(s+ η(Zτ2 − Zτ1), τ+
1 )

= e−γ(1−ρ2)erτ1 ·P

Zτ2 − Zτ1 < logD − s
(
δ − η2

2

)
τ1

η


+eγ(1−ρ2)[Aerτ1−1] ·P

Zτ2 − Zτ1 ≥ logD − s
(
δ − η2

2

)
τ1

η
, Zτ2 <

logD − s
η


+eγ(1−ρ2)Aerτ1 ·P

Zτ2 − Zτ1 ≥ logD − s
(
δ − η2

2

)
τ1

η
, Zτ2 ≥

logD − s
η


eγ(1−ρ2)x

(2)
1 a

(2)
1 (s) + eγ(1−ρ2)x

(2)
2 a

(2)
2 (s) + eγ(1−ρ2)x

(2)
3 a

(2)
3 (s),
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which is what we claimed.

Induction step m→ m+ 1: Suppose that for some m ∈ {2, . . . , n− 1} we have

G(s, τm) =
m+1∑
i=1

a
(m)
i (s)eγ(1−ρ2)x

(m)
i ,

where the a
(m)
i (s), x

(m)
i are as in the lemma.

Then G(s, τm+1) = E G(s+ η(Zτm+1 − Zτm), τ+
m), where

G(s, τ+
m) = eAγ(1−ρ2)erτmG(s, τm) · I{s ≥ logD +

(
δ − η2

2

)
τm}

+e−γ(1−ρ2)erτm · I{s < logD +

(
δ − η2

2

)
τm}.

Therefore

G(s, τm+1) =
∞∑
i=1

e
γ(1−ρ2)

h
Aerτm+x

(m)
i

i
· E
[
a

(m)
i (s+ η(Zτm+1 − Zτm))

·I{s+ η(Zτm+1 − Zτm) ≥ logD +

(
δ − η2

2

)
τm}

]
+e−γ(1−ρ2)erτm · E

[
I{s+ η(Zτm+1 − Zτm) < logD +

(
δ − η2

2

)
τm}

]
.

The term in the last line equals e−γ(1−ρ2)erτm ·P
(
Zτm+1 − Zτm < d

(m+1)
1 (s)

)
, which equals

eγ(1−ρ2)x
(m+1)
1 a

(m+1)
1 (s).

Now we simplify the expected values in the first line. The condition s + η(Zτm+1 −

Zτm) ≥ logD +
(
δ − η2

2

)
τm is equivalent to Zτm+1 − Zτm ≥ d

(m+1)
1 . Furthermore,

a
(m)
i (s+ η(Zτm+1 − Zτm)) = P(Zτm+1 − Zτm−1 ≥ d

(m+1)
2 (s), . . . , Zτm+1 − Zτm−i+1

≥ d
(m+1)
i−1 (s),

Zτm+1 − Zτm−i < d
(m+1)
i (s)).

Hence

E

[
a

(m)
i (s+ η(Zτm+1 − Zτm)) · I{s+ η(Zτm+1 − Zτm) ≥ logD +

(
δ − η2

2

)
τm}

]
= P(Zτm+1 − Zτm ≥ d

(m+1)
1 (s), Zτm+1 − Zτm−1 ≥ d

(m+1)
2 (s), . . . ,

Zτm+1 − Zτm−i+1
≥ d

(m+1)
i−1 (s), Zτm+1 − Zτm−i < d

(m+1)
i (s))

= a
(m+1)
i+1 (s).
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Finally, Aerτm + x
(m)
i = x

(m+1)
i+1 . Putting these together yields

G(s, τm+1) =
m+2∑
i=1

a
(m+1)
i (s)eγ(1−ρ2)x

(m+1)
i .



Chapter 7

Conclusions and Directions for

Future Work

7.1 Conclusions

In this article we introduced a new hybrid model for default occurring in two stages.

Firstly, the perceived health of the company, modeled as a GBM, must drop below a

critical level leaving the firm in a state of distress – this is the structural part of the

model. Once distressed, the firm defaults at an exponential time, viewed as the first

arrival of an independent Poisson process – providing the intensity base of the model.

The perceived health is not a traded asset, however, it is correlated to the firm’s equity

and a wide-base (non-defaultable) index. Since the market is incomplete, we utilize

certainty equivalence to value credit derivatives written on the firm. When the intensity

of the Poisson process driving default in the distressed regime tends to infinity, the barrier

for the perceived health behaves as a default barrier and our model reduces to that of

Leung, Sircar, and Zariphopoulou (2008). However, in real world settings default will

not occur instantly at this point. We succeed in deriving closed form, classical, solutions

to the optimization in the absence and presence of the credit risk and hence are able to

140
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determine the certainty equivalent risky yields and CDS spreads.

Given that estimating model parameters from limited data, particularly for the per-

ceived health process, we also develop an uncertain parameter formulation of our model

and valuation framework. Motivated by Maenhout (2004) and the robust optimization

literature, we introduce a value function which maximizes over admissible trading strate-

gies while minimizing over equivalent measures subject to a scaled entropic penalty. We

succeed in obtaining classical solutions to this problem and determine risky yields and

CDS spreads subject to parameter uncertainty. All of the observed behaviour is consis-

tent with intuition and we find that parameter uncertainty allows for a wider range of

term structures.

We have also begun exploring an extension of the setup above, namely to randomize

the boundary below which the firm becomes distressed. This will allow us to introduce

a gap in the very term spreads in the healthy regime (recall that a gad appears in the

distressed since this regime corresponds to an intensity model). In the complete market

setting this has already been addressed, and it is well known that introducing randomness

in the default boundary allows the structural model to inherit intensity model features.

7.2 Future Work

There are many doors remaining open for further study, some of which are presented

below.

Calibration of parameters. A notoriously difficult issue in structural models is the

parameter calibration. In our setup this mainly concerns the parameters of the health

process, which one can hope to do by using market data. In the context of this thesis

there are two other difficulties. Firstly, one has to determine the risk-aversion parameter

γ, which is purely subjective depending on the investor. Secondly, a major problem for

the model in chapter 5 is to determine the appropriate penalty term (i.e. the matrix Φ)
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according to the accuracy of the initial model estimation. Maenhout (2004) has made

first attempts.

Include jumps in the health process. In practice, short-term credit spreads are non-

zero, even if the firm is apparently healthy. A natural way to explain these in a struc-

tural framework is to include jumps into the health process Ct. The resulting optimiza-

tion problems then have to be solved using optimal control for jump diffusions (see e.g

Øksendal and Sulem (2007)). It can be expected that numerical methods have to be used

for their solution.

Recovery from the distressed regime. In many cases, a firm in financial distress even-

tually recovers and becomes healthy again. This is a more difficult problem than the

one studied here, since now the healthy and distressed regimes will be coupled not only

through the boundary condition along the boundary but also through the source terms

in the HJB equations. In all, this arena of combining structural and intensity models

and incorporating risk-aversion together with parameter uncertainty is a rich area full of

interesting and worthwhile problems.

Multiple firms. The main difficulty here is that a high dimensional first passage time

problem must be solved. However, if the portfolio has enough symmetry and if the

perceived health factors are viewed as uncorrelated the dimensionality reduces consid-

erably. Such an approach, in the purely intensity based model, was explored by Sircar

and Zariphopoulou (2009) where the authors demonstrate that the effective correlation

can be introduced through risk-aversion alone – without the necessity of correlating the

underlying intensity processes.

Different utility functions. While the use of exponential utility is convenient for math-

ematical tractability, it assumes that the investor has constant absolute risk aversion,

which empirically is not true in most cases. As shown in section 1.1, one very unsatis-

fying property of exponential utility is the fact that in the standard merton investment

problem, the optimal investment strategy is a constant (up to discounting), independent
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of the investor’s current wealth. In the case of power utility u(x) = xp, 0 < p < 1, or

logarithmic utility u(x) = log x, it is not the dollar amount that is constant, but the

fraction of total wealth invested in each tradable asset. This result is intuitively more

appealing. However, when the investor receives fixed-amount payments, wealth does not

separate any more, and consequently one cannot reduce the dimension of the optimiza-

tion problem at hand. Its solution, as well as the indifference price then has to found

numerically. Furthermore, it is not clear, whether there exists a similar substitution as

presented in chapter 3 which significantly simplifies the optimization problems at hand.
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