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Issues in Longitudinal Survey Estimation – the HILDA case

There are difficult measurement problems associated with longitudinal surveys, including factors related to the behaviour of panel members...The design of any longitudinal survey requires careful consideration with a prioritization of analytic versus descriptive objectives and analysis of the interplay between survey data, individual-level event history modelling, and exploratory analysis.

 J. F. Lawless, p242

From 'Event History Analysis and Longitudinal Surveys' in Chambers and Skinner (eds), Analysis of Survey Data, Wiley, 2003

Introduction

Since 1998, FaCS has planned and conducted several important panel surveys of its customers, whose express intent is to add a longitudinal dimension to policy analysis, and understanding of policy outcomes. In that year it initiated a major project to construct a complete longitudinal data set of customers, which was released for internal use two years later, and is currently expanded to a linked dataset spanning customer records from both the social security portfolio and that of employment. Late in 1998, FaCS began work on an ambitious program to conduct a major household panel study, out of which has emerged the Melbourne Institute lead HILDA project, for which FaCS provides funding, and maintains overall project directorship. HILDA has been modelled on successful household longitudinal surveys conducted in the UK and Germany. The intention is that with accumulation of data, and harmonization of concepts Australian data supplied by HLDA can be compared with counterparts from UK (BHPS, conducted since 1984 by the Essex University based Institute for Social and Economic Policy) and Germany (GSOEP, conducted since 1989 by the DEW at Freie Universitaet Berlin).

Methodological direction for its European templates has been provided by individual statisticians attached from time to time to the independent social policy research units which are funded to conduct the surveys For examples of the methods work underpinning these surveys see Buck (1997) for BHPS, and Rendtel (1999) for GSOEP. In the HILDA case, methods have been adapted and developed within the HILDA team by the survey manager and contracted statistical advisors, backed by review advice from an ad hoc group of ABS- or academic trained statisticians. These methods fairly closely reflect general population survey experience accumulated in the ABS, with in practice adoption or adaptation of ABS sample designs and ABS methods of weighting and standard error estimation, in tension but not necessarily in conflict with the BHPS/ GSOEP models, with which Australian economic policy analysts – the prime audience for HILDA data outside of FaCS - are comfortable.  

This paper addresses issues facing the HILDA principals, going into the production of 2nd and 3rd wave data from the survey relevant to estimation. These issues in general are not new, but in practice have to be thought through to account for the particularities in the HILDA design. The debate on longitudinal estimation remains wide open from a statistical point of view. How good is panel data for inference? Quality of panel data can only deteriorate over time; at what point is the increasing value from panel length negated by deteriorating quality? Is this an entirely philosophical problem? – as one might surmise given the supreme confidence of promoters of indefinite panel studies matched by extreme skepticism of their official counterparts.  Longitudinal surveys are different – as Binder (1999) argues. 

In the first part, a tentative typology of longitudinal inference is introduced to capture the differences as seen by an analyst in how the data may be used. The second component looks at new issues raised for a survey statistician when following sample over time. The final section looks at some of the problematics of weighting wave data in HILDA. This theme is covered more concretely by the following talk so only a broad summary of the debate that has occupied the HILDA technical reference group is sketched.

A typology of uses of longitudinal data

1. Changes in the incidence of a characteristic over time 

Estimate X at time t and then at time t+r. Has incidence of X changed in the real time interval? [Both  t and r are significant for this question]. This question could also be asked of repeated cross section data; the advantage in a longitudinal design is reduced heterogeneity, so increased power. Thus even if the sample is biased, observations repeated on selected individuals would neutralise the bias. This question requires usual survey inference model, but with incidence at different time points supplying additional personal characteristics. Weights are essential to account for both the original design and for biasing from response propensities. Models are used for assistance, but are not crucial to the inference under reasonable robustness (that is to say stochastic assumptions) in the manner in which the survey is conducted.

2. Model flux

Estimate the flux between different states by individuals. Survivorship curves are estimated using numerous observations on individuals. Censorship is a central role in performing this sort of analysis, which may be restricted to complete histories or subject to left or right censorship. The models typically assume a continuous time in state: this may be realistic as time in state data is collected retrospectively; which could in principal be done without any panel stricture. In practice, most panel studies employ recall to fill in histories. This produces limited history segments. Survivor analysis only becomes meaningful with accumulation of time data, or where recall quality is assured in some sense. It does not rely on design information, and would normally be conducted in an unweighted manner; but is subject to misspecification in the underlying functional basis of survivorship, and heavily influenced by treatment of censorship.

3. Analysis of histories for a cohort defined by presence at a starting or reference time.

That is we examine the population characteristics of a class C at various times and observe changes in this distribution; for instance shifts in representation in extreme values, shifts from uniformity to modalities, or diffusion. Techniques of graphical exploratory analysis are available for this problem, which is a usual point of entry for more formal inference. Weights are not important, but graphical methods need to be reasonably sophisticated when large data set sizes are in play – usually the case for social policy – in order to infer anything of value. While design itself is not important, the presence of missing data or other quality problems may produce anomalous results. Passing to more formal model based techniques would presumably correct these.

4. Modelling individual propensity to change state

This is the most popular analytical paradigm used by econometricians. Panel data lends itself well to modelling why people change state, as the same comprehensive range of explanatory information is collected for the population, and repeated at regular intervals, thereby removing heterogeneity which would otherwise detract from inference from the models. The tendency is to ignore design; indeed to ignore the sampling stage in conducting such analysis with the result that model fit conclusions underestimate total error, by discounting entirely error from sampling. This produces a common problem for modelling from large-scale panel datasets, namely the universal significance of variables introduced into the model, leaving the analyst to filter out explanators. While missing data can be accommodated in models, an argument for ignoring weights to adjust for inter-wave missingness, this adds to their complexity.

5. Gross flows

How many people moved between states in a given interval? This is a problem fixed in the design paradigm and answered using normal population inference means, however dependent on finding a satisfactory solution for weighting when there is attrition between waves. The weighting solution offered for the FaCS General customer Survey provides a consistent set of gross flow weights where the period and reference may change. Gross flows are of little interest to modelers interested in tapping the explanatory power in surveys, but of considerable interest to policy analysts looking at projecting flows or monitoring effects. These weights are dependent on models used for attrition and on auxiliary population data. Flows can be looked at in a forward sense of in a reversed sense; weight method should reflect the particular use intended.

Issues as seen by a survey statistician

Imputation for attrited data

In a cross section, missing data is treated by a mix of weighting and imputation. The model used will reflect how this mix is constituted. Thus for complete non-response of a household, treatment is through the weights by compounding design information with non-response model; for partially responding records imputing for missing items or dropping the record entirely corresponds to different assumptions on the mechanism for missingness. Depending on the sampling frame used quite a lot may be known about a sampling unit before any attempt is made to interview. In either case, the non-response is controlled (if at all) in the design. In panel data loss of information on panel members from one wave to another ('attrition') adds a new source for missingness, and is considered differently, since loss of data between waves may seriously interfere with estimates of flux if the attrition is confounded with propensity to change state (a not uncommon situation). The success of panel studies is founded on maintaining high degrees of retention over waves. The methods employed to model for attrition rest on straightforward mechanisms, and on a wealth of auxiliary information to allow sensible imputation of missing wave items. Techniques for inter-wave imputation, seek to exploit this richness; evaluation points to the criticality of choice of specific method (see Schulte Nordhout or Buck). No imputing is if anything more dangerous given its strong assumptions on randomness in the attrition. This applies in particular to treatment for incomplete income over waves. Imputation may exaggerate flows (where an item has in fact not changed over three waves, but the missing 2nd wave data is imputed at variance). 

Standard Error Estimation

As noted above, standard errors for panel data may be overlooked by analysts who are not inclined to acknowledge its sampled basis. There are sensible methods for estimating error for cross section and wave estimates, where weights are used; the use of errors in wave (or flow) estimates of populations requires care. Is the error of a flow estimate the cumulation of errors on each component cross section estimate? Undoubtedly this exaggerates actual estimate variability given the correlation between the two estimates. But it will be more than the error on a single estimate. Given that many flow estimates are fractions of their original populations, (most people don't change state) care is required to produce realistic error estimates. It is quite possible that these will show a lack of significance in many otherwise interesting flows.

Model-Based versus Model-Assisted Inference

This controversy has been hinted at above. Panel data sets in policy analysis can be undertaken in each paradigm; the difference is more than a question of taste, but one of population size, and degree of natural structuring in the data. Model based inference is more accessible to a wider audience of researchers as it rests on simple assumptions concerning specification; not on decisions made at an earlier time by different people as to the shape of the collection. It does seem to depend to a more than healthy degree on naively expressed 'qualities' in the designed sample. Model assistance on the other hand can too easily hide poor data, or excessive a priori intervention, 'altering the evidence'. This perception alone makes it unpopular, irrespective of how easy it is to incorporate weights into calculations.

Data Quality

At what point do we regard a longitudinal dataset as compromised by conditionality of remaining in sample? or by conditioning on previous response to the question? or on the mode of collection? How to measure and report on quality? It appears that for the time being simply to raise this question is important. Users of panel datasets need to know the evolution of the sets over time. If the practice is not to include or encourage use of weights, then some pointers on using incomplete datasets need to be given, whether it is simply to recommend packages that allow for non-rectangularity. There are supplementary questions as to shifts in coverage of the population over time. The population represented originally will not be covered in the same fashion by the panel at later time points (emigration/ immigration). Interviewer effects become important: are people responding to the same interviewer at each wave? Do we have this information on same/different interviewer at the time of modelling, or inference?

Weighting wave data in HILDA

A primary aim of HILDA is to estimate income distribution and its shifts in time. High levels of missingness in income surveys are universal and compounded when repeatedly measured in time. An additional element is the specification that all adult household members in selected households are interviewed. Both mean that serious attention is needed for imputing these items, and clear judgment when faced with significant income item missingness, which leads to a high number of households lacking full household income. 

Immediately imputation is admitted this reduces the transparency in the data, over time more so. It would appear that survey principals have been in practice tailoring released data sets by type of analysis likely to be performed. Where practice involves autonomous modeling for missingness (using for instance mixed procedures) a preference is not to interfere, but this assumes the analyst has equal access to quality of data as the survey manager. As Binder says people used to analysing experimental trial data sets, whose completeness or incompleteness is unproblematic (for instance caused by censoring) may be mislead when handling the much larger and richer datasets such as HILDA. The weights and information on quality supplied with release, along with usual data set documentation, provide the key to a common understanding on data limitations.  It is to be hoped that more exposure of the issues will lead to more realistic debate between modellers and designers on the strengths and limitations in using longitudinal data from surveys.
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