Factor Analysis: Example Questions and Outline Model Answers

Question 1 

People have been rated on their suitability for an advanced training course in computer programming on the basis of six ratings given by their manager (rated 1=low to 20=high):

a) intellect
b) interest in doing the course

c) experience of computer programming

d) likelihood of them staying with the company
e) commitment to the company
f) loyalty to their team
and two other ratings:

g) number of GCSEs
h) score on a computer programming aptitude test
The training department believe that these are really measuring only three things; intellect, computer programming experience and loyalty, and want you to carry out a factor analysis to explore that hypothesis.  Describe the decisions you would have to make in carrying out a factor analysis and what the results would be likely to tell you.

Question1: MODEL ANSWER

(Underlined points should be mentioned, others are desirable or impressive.)

The answer should consider that rational interpretation of the models that emerge rather than just using statistical outputs

Data gathering and screening and diagnostics

· They would want to carry out a thorough screening of the data to ensure that it is broadly normally distributed (frequencies, graphs etc.) with no univariate, bivariate or multivariate outliers (e.g. frequencies, scatter plots etc.)

· They would also check for illegal values (e.g. <1 or >10).

· They might note the restriction of range in the data due to the situation.

· They should hypothesise the relationship between the items (i.e. the factors) a priori on the basis of the content.

· Consider collinearity and singularity by reviewing correlation matrix (.90 bivariate a problem) –  we wouldn’t necessarily anticipate this between some variables.

· Consider psychological relationship between variables (e.g. possible dependency between experience with computers and score on computer test?)

· Good responses will also take into account the fact that the FA can only produce what is put in, and so may question the exhaustiveness of the items and the quality of the ratings (e.g. possibility of halo effects, perhaps assessed with the first un-rotated factor).

· Should mention the requirements of sample size, noting that there is no single opinion on this matter (e.g. Comfrey & Lee = a minimum of 300 cases for a good factor analysis or ratio of cases to variables -  Nunnally 10:1, Guildford 2:1, Barrett &Kline find 2:1 replicates structure while 3:1 is better)

· Should mention ratio of Variables to Factors (as above e.g. Tebachnik & Fidell 5 or 6:1; Klein 3:1; Thurstone 3:1; Kim & Mueller 2:1).  Note that some of these would suggest there are too few variables per factor in this model.

· Should mention whether to use listwise, pairwise (to be avoided) or imputation.  Always listwise if numbers allow.  May discuss different forms of imputation (regression, mean).

Procedure

· Decide on FA or principal components –give differences and reason for choice (should note that PCA doesn’t have underlying factor theory – the question implies that FA is more appropriate as factors have been hypothesised)

· If FA, then should comment on the choices available – bottom line is that it doesn’t really matter though – may suggest trying all and going for the most interpretable solution.  (Could include Maximum Likelihood, Unweighted Least Squares , Generalised (or Weighted) Least Squares, 

· Alpha Factoring , Image factoring 

· Have to decide how many factors – should mention at least two approaches from Kaiser (eigenvalue approach), scree plots, hypothesis testing (seems most appropriate here), interpretability (find solution that makes most sense) or significance testing (if using ML or LS)

· Should note the trade off between number of factors and variance explained.

· Should explain the use of the communalities to identify variance explained in each variable and what to do if it is too low (e.g. remove the variable or increase factors)

· Should explain need for rotation and the basic choice or orthogonal or oblique.  Should refer to the factors and whether we would expect them to be related.  Should justify decision (e.g. orthogonal more easy to interpret, oblique more appropriate/realistic/useable) but choice to try both is acceptable.

· May comment on different orthogonal and oblique methods, explaining the differences and choosing between them.

· Should comment on choices of factor computation (Regresssion method aims to maximise correlation between the computed F and the observed F, Bartlett gives less weight to variables with high levels of U.  Anderson Rubin – factor scores are only correlated with their own factor, even if the factors correlate

Interpretation
· May mention available screening outputs such as  Bartlett’s sphericity test , KMO, AIC matrix, interpretation of partials, reproduced matrix etc. – would be impressive

· Should note that FA solution MUST make sense rationally/psychologically.

· Should note that FA isn’t necessarily the correct or only solution.

· May note the benefits of simple structure (more replicable, doesn’t emerge from random data, occam’s razor, main point of factor analysis is to reduce number of variables.)

· Should note that not all loadings should be considered (rule of thumb that loadings below .32 [i..e. 10% of variance] are ignored).

· Should consider that some components of the factor may be missing (due to selection of variables).

· Should note that factor scores can be computed and validated against training outcomes.  

