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Introduction
The Information Technology Disaster Recovery Plan follows, and is considered part of the larger university Emergency Response Plan.  Under that plan, an emergency event will be identified and verified through standard and documented university procedures and a response effort will be triggered as a result.  The response will be communicated through the Critical Incident Communications Management Plan.  Once the communication has been received in the Office of Information Technology, the IT staff will implement the procedures in the Information Technology Handbook.

Based on the environment we have built, as described above, our goal is to return normal services in less than twelve hours, as long as there has not been damage to major facilities or equipment (particularly the Dodge Data Center).  A facility intact disaster can be controlled through the systems planning, redundancy and security that we have built into our environment.  A damaged facility requires different action and scheduled replacement of facilities or equipment may proceed after an initial 48 hours for insurance documentation and assessment.  The decision to move to the alternative facility will be made under existing Emergency Response Plan and Information Technology Handbook procedures.  

Plan Activation
An emergency will be determined under the Emergency Response Plan and notification will be received under Critical Incident Communications Management Plan.  The Information Technology Handbook procedures will be followed.    If the Catastrophe Action Profile of the Handbook is initiated, this Information Technology Disaster Recovery Plan will be initiated by the convening of the Disaster Recovery Team.

Disaster Recovery Team
The Disaster Recovery Team will be assembled and apprised of the damage to resources and facilities.  This group will represent the Office of Information Technology in university efforts to recover from a disaster.  Members of the Disaster Recover Team will include the following individuals.  Others will be involved in the process as needed.
Director Information Systems
Assistant Director Operations
Assistant Manager Operations
Database Applications Team Leader
Technical Support Team Leader
Network Support Services Team Leader
Helpdesk and Desktop Applications Manager
Security Systems Analyst

Plan of Action
The IT Disaster Recovery Team will:
1. Establish a reasonably located command central for the Team.  If possible 218 Dodge Hall will be used.  If not possible, contact the Director Information Systems for location.
2. Coordinate and make decisions.
3. Handle all associated IT communication.
4. Make frequent and ongoing statements of status to Communications and Marketing.
5. Lead technical effort to restore systems and communications to operation.
6. Assess hardware or lead purchasing efforts to replace hardware.
7. Retrieve backup tapes and documentation materials from off-campus storage.
8. Analyze minimum processing needs.
A. Assess ability to meet payroll and report to Emergency Response representatives.
B. Assess ability to meet instructional information technology needs and report to Emergency Response representatives.
9. Establish priorities and scheduling requirements.
10. Review the Data Center site and assess damage, making a joint decision with the representatives of the Emergency Response Plan as to whether the facility is intact or whether an alternative facility must be activated.
11. Coordinate clean up or relocation activities.
12. Report on financial aspects of disaster.
13. Alert vendors and contractual relationship contacts, particularly TIAA-CREF, Fidelity, Comerica Bank and Standard Register.
14. Conduct an annual review of this plan, and a post-disaster review of this plan.

Efforts will focus on verification and restoration of tier one systems, in restore order:
1. Telecom plant  
2. Dodge Data Center Facility air conditioning and uninterruptible power supply
3. Information Technology staff desktop or laptop computers  
4. Core router, switch units and network support systems 
5. Restoration of network systems that support physical plant operations 
6. DNS / DHCP / WINS servers and the domain controllers 
7. Authentication / authorization  
8. Backup systems
9. Email services
10. File storage services 
11. Basic administrative Banner environment: production database server, Banner forms server cluster  
12. Payroll processing systems  
13. Online learning WebCT server  
14. General print server  
15. Banner Web-For and Touchnet environment
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