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Summary - In veterinary practice, treatment outcomes and their economic consequences are often uncertain. Deci-
sion analysis (a formal, structured approach to making decisions when uncertainty exists) is applied to two situations

commonly encountered in swine practice: whether or not to treat a sick animal, and how to determine the financial worth

of using ultrasound to test for pregnancy in swine herds under various scenarios. Once a decision analysis model is devel-

oped, practitioners can use production record data from a client's herd, plus some knowledge of the characteristics of
the test, as well as an estimate of the prevalence of the condition in the herd to customize the tree to illustrate the ben-

efit of a certain decision.

Most decisions involve some degree of uncertainty.
We must constantly choose from several possible
coursesof action without knowing what the out-

come of our decision will be. Agriculture is a particularly
risky business. Farm managers are constantly at the mercy
of the weather, diseases, and uncertainty about the prices
they'll receive for their products. There are very few busi-
nesses (besides such high-riskjhigh-payoff industries as gold
mining and oil drilling) in which managers are willing to
invest money and resources at the start of a production cycle
without some clear indication of the likely consequences of
their decisions.Farmers have historically been "price takers."
However, as farm businesses become fewer and larger, sur-
viving farm operators are using risk-reducing strategies like
crop insurance and forward contracting to market hogs to
reduce some of the uncertainty in the planning process.

Despite our best efforts to control swine production, how-
ever, there is an element of chance in the outcome of al-
most everything we do. Decision analysis is a formal,
structured way to model those chance events. It uses
a decision tree as a pictorial representation of the
flow of events in a logical and time-sequencedman-
ner, so that the decision maker can consider the
probabilities of each outcome.It quantifies and helps
us consider the effects of chance on the outcome

of a given decision.

accurately reflect the real world, you can use the same ge-
neric decision tree in many identical situations which, re-
gardless of the outcome of any single decision, will guide
you to recommend the more profitable optiO\1Sover the long
run.

Using decision analysis
to advise clients

What ;s the problem?
The first step in building a decision tree is to define the
problem. Fig 1 is a decision tree of a problem familiar to all
veterinarians: what to do when confronted with a sick ani-

mal. Suppose that a sow is diagnosed as diseased. If not
treated, there is a 40%chance that she will live. There is a
treatment available that costs $50,and raises the probabil-
ity of survival to 80%.The owner values the sow at $300if
she lives. If she dies, it will cost $20 to dispose of the car-
cass. To treat, or not to treat? That is the question.

In using decision analysis, it is important to understand that
the objective is not to make a prediction about the fate of
an individual animal. A sick sow may still die despite being
treated, or may live without treatment. Decisionanalysis uses
probabilitiesand monetary values to provide a guide for
what should be done.If the values you assignto the tree
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What can we do?

The next step in building a qecision tree is to identify a
mutually exclusive, exhaustive list of all possible courses of
action to address the problem. In the case of a sick sow,
youcan recommend that the sowbe:

. treated;. left untreated;. immediately culled; or
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stay the same;
get better;
get worse; or
die.

....
In this model, if the sow gets better, no further de-
cision is needed. If however, she stays the same or
gets worse under observation, the veterinarian must
decide whether to treat it, leave it untreated, or cull
it. Depending upon the complexity of a given prob-
lem, there can be decision nodes at many stages of
the decision tree. Part of the challenge of using de-
cision trees is to adequately delimit the initial prob-
lem so that the resulting decision tree is not too
cumbersome to use. In this example, we have delib-
erately trimmed the "Notreatment" branch as a con-
sequence of waiting and the animal getting worse,
because it is not normally considered a feasible ac-
tion.

. that the producer wait and see,deferring the de-
cision until later.

The first node in a decision tree, then, is always a decision
node, which is conventionally represented as a rectangular
box (Fig 1). A separate branch (represented as lines) ema-
nates from the decision node (to the right) for each possible
decision that is under consideration. Thus, the model is ex-
haustive in that it includes all possible choices to be con-
sidered in the decision. The model is also exclusive in the

sense that only one choice may be selected at each decision
node.

How likely is any particular outcome?
Once all decision nodes are in place, you must identify an
exhaustive and mutually exclusive list of all the possible
outcomes of each decision. Each of these possible out'comes
will branch out of a chance node (represented as a circle).
Branches to the right of a chance node should represent all
possibleoutcomes that can result at that point. Eachoutcome
(Le.each branch stemming from a chance node) has an as-
sociated probability, indicating the likelihood that the par-
ticular outcome represented by that branch will occur. In
our example in Fig 1,all the possible outcomes of three of
our four original options are shown emanating from their
respective chance nodes. It is important to realize (and to
emphasize to your clients) that once you move from a deci-
sion node to a given chance node (Le. once you choose a
course of action), the outcome is beyond the control of the
decision maker. Note that in the case of the fourth option

Is another decision implicit in a given decision node?
Sometimes, branches emanating from a decision node can
lead to other decision nodes. For example, if the decision
maker "waits and sees,"the sow may:
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(Cull), there is no chance element. In this model, we assume
that if the decision is made to cull, the sow will live to be
slaughtered.

How do I quantify the likelihood of a given outcome?
If, as in the case of an acute disease, the producer is unwill-
ing to consider culling or waiting to see how the condition
develops, it may be appropriate to trim the decision tree
down to only two branches at the first decision node. If you
choose to treat the animal, there is a probability (PI) that
it will live ("Lives"),and a corresponding probability (I-PI)
that it will die ("Dies")(Fig 2). Probabilities are quantified
by a value ranging from zero to one. A probability of zero
indicates that the event will never happen, while a prob-
ability of one indicates that the event will certainly occur.
A probability of 0.3 indicates that the outcome is expected
to occur 30%of the time. The sum of the probabilities of all
outcome branches emanating from a single chance node must
equal one. Youwill need to assigna probability value to each
outcome branch based on your experience and knowledge
as a swine practitioner. At this stage of decisionanalysis, this
can be a reasonable "ballpark" guess,since you will have the
opportunity later to assess the precision of your estimates.
You can also use conclusions from current literature on a

subject or the data from production record systems to de-
termine probability values for some decision-making tasks.

How do I select the best choice of action?
All outcome branches end in terminal nodes, which repre-
sent the consequences of each decision. Each terminal node
is assigned a representation of the expected monetary value
of each decision:either a dollar value or an equation of sev-
eral separate but component variables. It is important to
include all the pertinent financial components of each ter-

minal node to get an accurate sense of the ultimate cost or
gain for each decision. In our example, we have expressed
expected monetary values as combinations of variables: the
value of a live animal ($Live),the value (often negative) of
a dead animal ($Dead),and the cost of treatment ($CostTx.).
Actual probabilities and terminal node dollar values, appro-
priate for a given farm, can be "plugged in" to these equa-
tions to customize the decision tree so that it can be used

on any farm. These values will vary from farm to farm de-
pending upon the severity of the disease (case fatality rate),
the efficacy and cost of treatment(s), and the relative val-
ues placed upon live and dead animals.

Once you have substituted actual numerical values for the
variables in the tree, you can evaluate the possible decisions
by a process called folding back, accomplished by multiply-
ing associated probabilities by the monetary values at each
terminal node. All branches emanating from the same node
are folded back and the results summed (Fig 3, Calculation
1).This sum is called the expected value of that node. In a
larger tree, you must fold back until you have reached the
original decision node. Youcan use the expected values that
result from the folding back process as the basis to decide
the most desirable course of action.

Decisionanalysis allows you to compare the financial worth
of all possibleoutcomes.Becausethe expected value of treat-
ing an animal is $78 more than the expected value of not
treating it ($186-$108= $78),you would advise your client,
based on decision analysis, to treat the animal (Fig 3).

Developing a model
How confident can I be that I have assigned realistic
values to the model and that the outcome I advocate

is actually the best choice?
Let's use another example scenario - whether or not to use
an ultrasound test for pregnancy in a herd - to assess how
much we can rely on the results of our decisionanalysis tree.
This will help us ascertain how the situation in the herd
would have to change before we would want to change our
advice to the client.

In many swine herds, exposing bred sows and gilts to a boar
every day is still the preferred method of pregnancy detec-
tion. Under this system, animals that fail to show signs of
estrus after they are bred are presumed pregnant. With this
method, however, false positive results often occur if non-
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pregnant females fail to show strong signs of estrus, return
to estrus at irregular intervals, or become anestrous. Me-
chanical ultrasound devices and hormone assessment kits

have been developed to improve the accuracy of pregnancy
diagnosis in bred sows and gilts, and are available to vet-
erinarians and producers.

Unfortunately, these diagnostic tests are still not perfect.
There is still the risk that a pregnant female will be classi-
fied as not pregnant (false negative), or a that nonpregnant
animal will be classified as pregnant (false positive). Some-
one deciding whether to use one of these tests must know
the likelihood that "positive"sows are actually pregnant and
that "negative" sows are truly not pregnant. Predictive val-
ues quantify these probabilities.

The predictive values of a test depend upon the specific-
ity, sensitivity, and prevalence. Sensitivity and specific-
ity are innate characteristics of a test and never vary.
However, the prevalence of disease in the population will
affect the proportion of test-positive sows and gilts that are
actually diseased. Similarly, the probabilities of obtaining a
positive or negative test will also change. In our example
the "disease"of interest is pregnancy.

In order to calculate probabilities necessary to construct an
ultrasound testing decision tree, we'll use data Almond and

20

DiaF published after comparing seven pregnancy-detection
procedures. Each procedure was applied to
groups of 50sows by three independent experts.
The results for each procedure were compared
to the number of sows that subsequently far-
rowed consistent with being mated 31-35days
prior to being tested for pregnancy (i.e. the
"prevalence" of pregnancy in this herd). We
summarized their data for the oscilloscopeam-
plitude-depth ultrasound pregnancy detector in
a two-by-two table to facilitate calculation of
five probabilities that will be used to evaluate

the diagnostic test (Table 1).

We "plugged in" the various probabilities calculated using
the data from the two-by-two table into the decision tree
(Fig 4).

We made several assumptions to simplify our analysis:

. pregnancy testing is done on average at 30 days
post breeding;
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At the decision node, you'll need to decide whether
to test or not to test. If you decide not to test, then
we will assume sows will remain in the herd until

their due-to-farrow dates. Then, the proportion of
sows expected to be pregnant (80%) will farrow,
while 20%will fail to farrow. The expected value
of a farrowing sow is the average weaned litter size
for the herd multiplied by the value of a pig. In re-
ality, not all sows testing positive will remain in the
herd until farrowing. Somemay die, and others may
be culled for lameness or other nonreproductive rea-
sons. Because these losses will occur regardless of
whether or not pregnancy is tested, we could safely
ignore them for the purpose of evaluating the fi-
nancial benefits of testing. However, in the ex-
amples that follow, we will use the adjusted
farrowingrate (AFR)as the bestestimateof a herd's
pregnancy rate.

As was the case for our first example, some of the
chance nodes can lead to other chance nodes in this deci-

sion tree. For example, once the decision to use the test on
a sow is made, the test will yield either a positive or a nega-

\

. all sows with positive test results will be kept
until their due-to-farrow dates, unless they die or
are culled for nonreproductive reasons;. all sows with negative test
results will be culled immedi-

ately; and. income from the sale of a cull

sow ($125)exactly equals the
additional cost of retaining a
replacement gilt in the herd
that would otherwise be sold as

a market hog.

(You will also probably need to make
some assumptions for your decision trees, but often these
assumptions only become apparent after you have worked
your way through the tree once or twice.)

tive result. That result may be either true or false. The mon-
etary values at the terminal nodes of the branches emanat-
ing from the positive test are similar to those for the "no-test"

scenario. This is logically consistent, as
sows that test positive are also assumed to
stay in the herd until their due-to-farrow
dates.
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Because a negative test result dictates an
instant cull, the monetary values associated
with a negative test include a savings of
85 days' variable costs that would other-
wise be incurred by keeping the sow until
her due-to-farrow date. However, the ad-
ditional penalty incurred by culling a preg-
nant sow based on a false-negative test
result is the value of the litter that has
been lost.

Now that the logical structure is complete,
and the probabilities assigned,the next step
is to assign values to the variables shown
in expected value expressions. These will
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vary from herd to herd. Again to simplify the analysis, a few
more assumptions are made:

. Sow feed = 6 lb (2.72kg) per day @ $160 per ton = 4M

per day. Nonfeed costs = 52~ per day. Therefore, the cost
of keeping a sow in the herd for one day ("$DayCost")=
$1.00.

. Recordsfor this farm show an average liveborn litter size
of 8.05,and an average weaned litter size of 7.0. As the
output of the breeding herd is measured in weaned pigs,
we will count only those liveborn pigs that will live to
be weaned. Therefore, "#Pigs"= 7.0.

. Placing a value on a baby pig is a contentious issue
among economists. My personal belief is that an appro-
priate value for a growing animal is the margin that
would be realized by raising and selling it. If I could re-
alize a profit of $20on raising a pig,then I would be will-
ing to pay up to, but not more than, $20 to purchase it.
(Conversely, if I were losing money in the hog business,
every live pig produced would represent a liability to my
business, rather than an asset.) In this example, "$VaIPig"
= $10.00.

Foldingback the tree using the values noted above, we have:

. expectedvalueof testing= $50.43; versus. expected value of not testing = $39.00

Because the expected value of ultrasonic pregnancy testing
is greater than not testing, it is the preferred choice in this
case. Further, we can say that (in this scenario our) analy-
sis shows that the benefit of testing is $11.43($50.43- $39.00)
per sow tested. As a charge for the ultrasound test was not
included in the analysis, we can say (and tell our clients if
we are providing this service), that it is worthwhile to pay
up to $11.43per test to use the procedure in this herd, as-
suming an adjusted farrowing rate of 80%.The difference
in the expected values is the maximum amount that the
producer should be willing to pay for the test. If the test is

cheap ($3), the producer will receive a four-fold return on
this investment. If the test costs $10,however, the margin
would be slim and the producer may wish to invest the
money elsewhere!

You probably would like to know how confident you could
be in advocating that this producer use ultrasound to preg-
nancy-test the sows. The producer may also want to 'know
whether to continue to use pregnancy testing if hog prices
drop significantly. You can perform a sensitivity analysis to
determine how confident you can be in your advice, and
how the situation in the herd would need to change before
you would change your advice. We did a sensitivity analy-
sis by varying AFRwhile holding $DayCost,#Pigsand $ValPig
constant (Table 2). Because the predictive values and prob-
ability of a positive test change with prevalence, corrected
probabilities have been calculated for AFRsbetween 50%and
95%.Our test was evaluated in a herd with an 80% AFR
(Table 2 - highlighted column). Asfarrowing rate increases,
the predictive value of a positive test result increases, while
the predictive value of a negative test result falls. Also,the
higher the adjusted farrowing rate, the greater the probabil-
ity of a positive test result.

In the extreme case, where the adjusted farrowing rate is
only 50%,the predictive value of a negative test result rises
to 92.3%,while the predictive value of a positive test result
is only 70.4%.That is, out of every 100 positive test results,
only 70 sows would be actually pregnant, while 30 others
would be false positives, using this test. Even though the
proportion of false positive results increases as farrowing
rates fall, the net financial benefit of testing also increases.
This makes intuitive sense. If the adjusted farrowing rate
were 100%,even a perfect test would have no value to a de-
cision maker, because the outcome would be certain. Inspec-
tion of Table 1shows that under our assumptions, the herd
manager should pay up to $5.78per sow to use this test at
an AFRof 85%,but only 2~ at an AFRof 90%.

22 Swine Health and Production - July, 1993



The next logicalstep is to perform sensitivity analyses chang-
ing the values of $DayCost,$VaIPig,and #Pigs to determine
how the scenario might have to change before it would be
best to decide not to use the test (Table 3). To simplify the
table, $ValPigand #Pigshave been combined as a single vari-
able representing the dollar value of the litter of pigs. As
the value of the litter increases in relation to $DayCost,the
break-even cost of routine ultrasonic pregnancy testing is
reduced. If $DayCostis set at $1.00,then the break-even cost
is equal to $1.56at an AFRof 85%and a litter value of $120.
However, when $DayCostis set at $1.50(in the same herd)
the owner could afford to pay up to $7.40per test where
the average litter is valued at $120.

Routine pregnancy testing may not be financially justified
in herds with very high farrowing rates and low housing
and feed costs. The higher the value placed upon the litter
of pigs in relation to the costs of keeping and replacing non-
pregnant sows and gilts, the lower the break-even cost of
testing. However, as the actual cost of pregnancy testing is
relatively low (labor plus depreciation and maintenance of
the machine) it would appear to be a cost-effective activity
in most situations where the AFRis 75%or less (Table 3),
given the data describing the characteristics of this particu-
lar test published in the literature. Generally, the lower the
adjusted farrowing rate of the herd, and the higher the cost
of keeping a nonpregnant sow or gilt in the herd, the greater
the potential benefit of routine testing.

The analyses presented in this paper are deliberately simple
because my intention is to present the basic principles of
decision tree analysis. Once you understand the basic prin-
ciples, it is a relatively simple process to add more branches
to the pregnancy diagnosis model to deal with the probabil-

ity of a sow returning to estrus, or to expand the utility equa-
tions to account for differences in values of a culled sow

and a purchased replacement gilt.

Once the logical structure of any decision tree is set up, it
can be applied to different herd situations by "plugging in
"farm- and test-specific data to tailor it closely to real-world
situations. Most of the data required to complete and ana-
lyze the problem may already exist in the farm's record sys-
tem, or can be estimated with a little creative thought and
effort. The graphic layout and the explicit nature of the lan-
guage of probability can be used to reduce complex decisions
to simple terms. Every day, veterinarians make decisions
using their best judgement. Decision analysis can help for-
malize the decision-making process by replacing emotion or
'gut feeling' with logic. It also offers an excellent means of
communicating with and involving clients in the decision-
making process.
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