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NETWORK DISASTER RECOVERY

Rapidly Recovering from the
Catastrophic Loss of a Major
Telecommunications Office

Kelly T. Morrison, AT&T

ABSTRACT

Ready access to communications networks
has become a necessity for nearly every type of
organization (business, non-profit, government)
and for individual users. If a catastrophic disas-
ter destroyed a city’s central network office,
telecommunications users in that region would
lose their network connectivity — data, voice,
cellular — until the office’s capabilities could be
restored. That isolation could put lives and liveli-
hoods at risk as an affected city tried to respond
to a large natural or man-made disaster. AT&T
has a mature network emergency management
and business continuity program that plans for
and responds to events that affect the AT&T
network and its support systems around the
globe. Within that NEM plan, the AT&T Net-
work Disaster Recovery team is responsible for
the restoration of a failed network office’s ser-
vices, This article will describe NDR’s mobile
response process and how it fits within AT&T’s
overall response to a disaster.

INTRODUCTION

A large telecom central office is the nexus for
the communications services for an entire city or
region; it manages special services (911, video,
etc.), routes traffic within a community and
moves data on and off the global fiber network.
A central network office contains equipment
that supports a broad array of services-from sim-
ple, twisted-pair residential dial tone to cellular
traffic to high-speed, multi-spectrum IP data.

Together, the various telecom technologies
form a large, complex machine that typically
spans several floors of adedicated building.
Each network office (central office) has a unique
profile based on the equipment installed in the
building and on the services that are provided to
its region.

The central office buildings are robust. Oscil-
lations from the 6.7 M,, Northridge, California,
earthquake in 1994 damaged the walls of
AT&T's Sherman Oaks office, but operations
continued and the building was declared safe.
Network offices in flood plains and along the
hurricane coasts are elevated or use lower floors

for administrative space. All of the central offices
have redundant power sources — commercial
feeds from local utilities, back-up generators
with dedicated fuel supplies, and large battery
strings that provide the equipment with uninter-
rupted power.

AT&T’s network architecture and network
management practices minimize the potential for
outages to affect its customers. Diverse network
paths and automated rerouting provide nearly
instantaneous responses to cable cuts or conges-
tion. Network management becomes even more
proactive in advance of known events, such as
approaching hurricanes or large civic or sports
events, when traffic is rerouted away from paris
of the network that may be impacted. It’s an
effective system — AT&T’s global network
moves over 20 petabytes of data a day with a
99.99+ percent reliability rating.

But the “what if” question remains. What
could be done if a large network office was com-
pletely destroyed? Traffic management and
rerouting could do nothing to restore network
access to the community and to the businesses
directly served by that failed office. Normal com-
munications services could not be reestablished
until the capabilities of the central network
office were restored. A traditional brick-and-
mortar restoration could take months or longer
— an unacceptably long period that would leave
an area ill-equipped to recover from a disaster.

PLANNING FOR THE WORST:
CATASTROPHIC DISASTER RESPONSE

AT&T's Network Disaster Recovery program was
formed in 1991 to develop a way to respond to
that “what if” scenario — the loss of an entire
central office, The NDR solution combines net-
work infrastructure and support trailers, recovery
engineering software applications, and a response
team with both full-time and volunteer members
from AT&T. The trailers provide the physical
compornents that carry the restored network traf-
fic. The software platforms allow those compo-
nents to take on the services of the failed building.
The team members create, connect, turn up, and
manage the recovery complex (Fig. 1).
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NDR RECOVERY TRAILER FLEET

Each NDR technology trailer contains a tele-
com infrastructure element that is present in a
normal AT&T central office. Installing, config-
uring and testing the equipment in advance
eliminates the delay of having first-off-the-line
equipment sent from vendors after an office has
been lost, and it also eliminates the need to find
a suitable replacement building in an area dev-
astated by a disaster. The recovery trailers allow
the equipment to arrive at a stricken city ready
for service, in powered containers that, when
interconnected, serve as a temporary network
office (Fig. 2).

The equipment is installed in bays/racks
down each side of the trailer, leaving a working
aisle down the center — like the layout of
equipment bays in a permanent office. The
equipment is powered by battery, through a
rectifier, and the batteries are constantly
charged from commercial power, from a large
portable generator (e.g., 600kW) or from a
dedicated generator (usually built in' to the
front of each trailer). Fiber-optic and/or cop-
per-T3 cabling connections to the equipment
are made in internal and/or external cabling
-bulkheads on each trailer,

The technologies present in the trailers have
evolved since the early 1990s following the
changes in the AT&T network. The trailers
now include IP and OC-768 (40 Gb/s) fiber-
optic transport systems that support the high
volume of data that traverses the AT&T net-
work. The IP trailers, when fully-equipped, can
scale up to a capacity of over 10,000 T3s. The
technology fleet includes ATM, Frame Relay,
DMS, and 5E switch trailers, and lower speed
fiber transport and Digital Access Cross-Con-

s e

Figure 1. NDR exercise in Wash

nect Systems (DACS) trailers to allow inter-
city/intra-city services and interfaces between
the network’s copper and fiber-optic infra-
structure.

AT&T’s AGN network in the global mar-
kets is supported with disaster recovery trailers
staged in both the United States and in
Europe. Some of the AGN equipment is
installed in fly-away containers that can be
shipped by commercial air carrier. Following
the earthquakes in Chile in February 2010,
AGN recovery nodes were flown to Santiago
and set up near a permanent telco office in
case aftershocks made that building, and its
equipment, unusable (Fig. 3).

NDR’s recovery equipment is maintained

ington, DC, in July 2009.
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Figure 3. NDR AGN recovery nodes in Santiago, Chile. March 2010.

in warehouses across the United States and
in Europe — positioned strategically so the
equipment can reach AT&T’s network
offices quickly. The equipment doesn’t sit

- idle. It is kept powered up and on-network
so updates can be installed and so it can be
tested both on-site and remotely. NDR’s
warehouse teams are responsible for the
health and welfare of the equipment inside
the trailers and for the running gear that lets
the equipment travel. It’s a unique blend of
skills that crosses the spectrum of tasks from
machining parts to configuring core network
routers.

In 2010, the eighty-sixth recovery technology
trailer was added to the fleet. NDR’s total inven-
tory includes over 350 pieces of equipment,
including large power and support trailers, emer-
gency communications vehicles, hazmat trailers,
and escort vehicles.

NDR EMERGENCY
COMMUNICATIONS

NDR's deployment plan includes an assumption
that no normal communications channels will be
available when the team arrives at a recovery
site in a disaster area. The team establishes firs:-
in communications capabilities using an emer-
gency communications vehicle (ECV). The
ECVs are four-wheel drive vans or SUVs that
use a satellite link to provide broadband LAN,
Wi-Fi, and voice (VoIP) connectivity for the
team at a recovery site. The ability to set up a
small footprint of cellular coverage using a
microcell was added to the ECVs in 2010. The
ECVs can be set up rapidly (15-20 minutes) and
are self-sufficient — they have dedicated genera-
tors and tow support supplies in a small trailer.
The ECV data/voice feed is connected to a
router and to a PBX to distribute LAN connec-
tivity and dial-tone to each trailer on the recov-
ery site (Fig. 4).

Because of their rapid response capability,
the ECVs have been frequently deployed to
provide emergency communications capabilities
for other responders or to provide service at
intake centers for disaster victims. AT&T
deployed four ECVs and a fly-away satellite unit
during its Hurricane Katrina response in 2005
and used ECVs as recently as May 2010 to pro-
vide Wi-Fi service for flood victims in Nashville,
Tennessee.

The team can also use 5.8 GHz microwave
radio links to rapidly establish communications
channels from a disaster area back to a function-
ing AT&T network office or point of presence
(POP). NDR practices setting up these links
during exercises and uses the capability to
remotely monitor the trailers and to provide
higher capacity data service for the site. These

Figure 4. Emergency communications vehicle and microcell at NDR's exercise in San Jose, California, July 2010.
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temporary microwave radio links were used to
recover service in 2008 after damage from Hur-
ricane Ike isolated some of the cell towers on
Galveston Island. They were used for the sanme
purpose after Nashville’s flooding in May 2010,

Recovering a disaster area’s cellular commu-
nications requires a functional central office and
the ability to restore the capabilities provided by
individual cell sites. A portable cell site — a cell
on light truck (COLT) or cell on wheels (COW)
— can be used to replace the service provided
by a failed site. Cellular antennas are attached to
a pneumnatic mast on the COLT or COW and
connected to the same backhaul network feed
that served the permanent site. COLTs and
COWs are also frequently used in business as
usual conditions to augment existing service to
an area during large-scale events, such as civic or
sporting events,

If backhaul facilities have also been destroyed
or are not available, the data from the tempo-
rary cell site can be passed back to the AT&T
network with a satellite link. NDR's satellite
COLTs were used on Galveston Island to
reestablish cellular communications for first
responders after Hurricane Ike’s landfall in
September 2008. The satellite COLTs can be
configured to provide controlled network access
to specific devices preventing oversubscription to
a COLT’s service.

Like the ECVs, the Satellite COLTSs have
been used frequently to provide emergency com-
munications capabilities for first responders in
areas that don't normally have cellular coverage.
Two of NDR's satellite COLTs were deployed to
Arkansas in June 2010 after a flash flood washed
campers away near Caddo Gap; a satellite COLT
provided additional cellular coverage in Mont-
coal, West Virginia, after the coal mine explo-
sion in February 2010 (Fig. 5).

RECOVERY ENGINEERING

The NDR strategy demands the ability to reengi-
neer — quickly — a permanent office using the
technology trailers as the puzzle pieces. When
the team is activated, the NDR recovery applica-
tion is initiated; it polls the network office
records and assembles an inventory of the lost
equipment, the services the failed office support-
ed and the configuration profiles of the office’s
systems. The NDR engineering team uses the
data to build a list of technology trailers that will
be necessary to recover the capability of the
failed or destroyed office. This first step happens
rapidly, allowing the NDR warehouse teams to
get the correct set of technology trailers on the
road to the recovery location.

The NDR engineering team will begin creat-
ing a cabling plan that will allow the individual
technology components in the trailers to work
together as the recovered netwoark office. The
trailers pass data between one another through
fiber-optic and/or electrical DS3 cables that are
connected to particular ports in bulkhead panels
on each trailer. A large office recovery complex
could include over 10,000 individual T3 and opti-
cal bulkhead connections.

The assignments for the connections are
unique — allowing the NDR equipment to be

Figure 5. NDR Satellite COLT at an exercise in San Diego, CA, in October

2010

configured to restore the services of the lost
office. Those assignments are made using a soft-
ware application developed for and by the team
since the early 1990s. The latest release of the
engineering platform, called RUBY, was issued
in late 2009. The cabling plan is developed while
the equipment is on the road and being set up at
a recavery site. The plan is downloaded at the
recovery location over temporary satellite or dig-
ital radio network links.

RECOVERY OPERATIONS TEAM

NDR has a permanent staff assigned to day-to-
day operations (equipment, engineering, incident
management, emergency communications, haz-
mat) and a roster of other AT&T employees
who volunteer to work on the team during train-
ing exercises and deployments. A subset of the
team is trained as hazardous materials techni-
cians who can work in areas that have been con-
taminated by CBRN hazards (see hazmat
sidebar). All Operations Team members receive
training that prepares them to build a recovery
site with NDR’s specialized equipment and to
perform that task in challenging conditions.

The roles of most of the team members
evolve throughout a disaster response. In the
early phase of the effort, they will be assigned to
construction crews as the equipment is brought
on to a recovery site, grounded, and connected
with power and communications cables. They
regroup into technology teams turning up the
equipment trailers and preparing the recovery
complex to begin acting in place of the failed
office.

Each of NDR’s three components — the
equipment, the engineering system, and the
trained team — is essential to perform a rapid
network office recovery. AT&T has invested
more than half a billion dollars in the program
since 1991, but that would provide little meaning
if the capability wasn’t tested. From its incep-
tion, field testing has been an integral part of the
NDR program.
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Figure 6. NDR exercise in Dearborn, Michigan, in May 2010.

TESTING ON PAVEMENT
(NOT JusT ON PAPER)

The NDR team held its first recovery exercise in
early 1993 near Atlanta, Georgia, and completed
its 59th field exercise in October 2010 in
Philadelphia, Pennsylvania. The NDR drills are
used to validate and refine the recovery process-
es, to train team members and to work with new
recovery equipment as it comes into the trailer
fleet. The exercises also give the NDR members
opportunities to work with local emergency man-
agement agencies.

An NDR exercise is usually held on an open
parking lot, but exercises have been held on city
streets (Phoenix, Arizona), vacant urban land (St.
Louis, Missouri), and open fields (Arlington, Vir-
ginia). And the drills have been held in a variety
of weather conditions: 100" F heat (Denver, Col-
orada), 35° F heat plus humidity (Arlington and
Tampa, Florida), and 24 inches of snow (Salt
Lake City, Utah). Working through real-world
variables keeps the team prepared for a response
in any location at any time of the year (Fig. 6).

One or two days before an exercise, NDR
team members escort the recovery equipment
convoys from the warehouses to a staging area
near the recovery location. Over the course of
the next two to five days, an empty lot is trans-
formed into a modern telecommunications net-
work office, replicating the same steps that
would be used in an actual response.

Throughout each drill, metrics and issues are
logged by team leaders and by the incident man-
agement team (see Incident Management side-
bar). A standards team reviews issues after each
drill or deployment and documents their resolu-
tion. This quality cycle has been a key feature in
the program’s development — eliminating pre-
dictable problems, highlighting training needs,
and fine-tuning the recovery processes.

PUTTING THE PuzzLE TOGETHER

When the decision is made to deploy equipment,
the trailers are powered down and prepared for
travel while the semi-tractors are dispatched to
the warehouse(s). (For a large central office

recovery, equipment could be deployed from two
or three warehouses, putting thirty or forty trail-
ers on the road.) The warehouse teams escort
the equipment to the recovery site, protecting
AT&T’s investment while it is on the highway.
Once on site, the escort crews take on roles on
the recovery operations team.

An ideal recovery location would be adjacent
to a failed office because it would allow the easi-
est access to the fiber-optic cables that served
that office — the recovery complex will eventu-
ally be spliced into those cables. But local condi-
tions may prohibit that convenience and the
recovery site may be some distance from the
original office. (NDR’s World Trade Center
recovery site was established in New Jersey in
September 2001, directly across the Hudson
River from lower Manhattan; the trailer complex
was spliced into the fiber optic ring that had
served the destroyed office.)

Once a suitable recovery site is secured, the
NDR operations team begins its phase of the
recovery process. The trajlers are brought onto
the site following an engineered plan that assures
that all of the equipment can be joined together
with both communications and power cables.
The construction phase — trailer positioning,
leveling, grounding, and cabling — can last sev-
eral shifts with sixty or more NDR members
working in small teams,

As cabling is completed, the trailers are pow-
ered up and NDR SMEs turn the equipment on
— booting up the recovery complex. After the
equipment comes online, it is configured to take
on as many of the capabilities of the lost office
as possible. The recovery site will first be used to
establish through-service on the network, and
then services providing access to the community
will be added. In the United States, telecommu-
nications carriers must follow the recovery prior-
ities provided by the federal government’s
Telecommunications Service Priority program.

As conditions in the impacted city normalize
and the local AT&T workforce is prepared to
return to work, responsibility for the recovery
site would be transferred to the local teams. The
NDR equipment would remain in place until the
failed office’s services are restored in permanent
buildings.

NDR DEPLOYMENTS:
SEPTEMBER 11, 2001

The Network Disaster Recovery team's largest
deployment was in response to the World Trade
Center disaster in September 2001. A small local
network switching office in a building adjacent
to the WTC was destroyed when the towers col-
lapsed. NDR was deployed to support the recov-
ery of that office’s services and to provide
emergency communications for the relief work
in lower Manhattan.

Equipment began arriving at a staging loca-
tion in New Jersey at 6:00 a.m. on September 12,
2001. A construction lot in Jersey City, across
the Hudson River from the WTC site, was
secured as the technology recovery site that
afternoon. The team and its equipment were
escorted to the site, and the initial site setup was
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_Figure 7. NDR WTIC recbve:y site in Jersey City, New Jersey, in September 2001.

' Predictable Management in Unpredictable Settings

. NDR manages its events and exercises with a modified version of the Incident Management System (IMS) that is used by government
and private sector emergency responders in the United States and around the globe. NDR's model, in use since 2000, was modified for
telecommunications needs and to work with the team's recovery practices.

' IMS is a role-based management system that scales in size to match the complexity and risk-level of the response. It allows the NDR !
. team to effectjve!gi. work within AT&T's larger incident management system and to work easily with other respanders in a disaster area.

The IMS model places an emphasis on protecting responders’ safety and on personnel accountability — a critical element in high-risk
areas. Information and assignments are tracked with a web-based incident management application that allows on-site and remote

command team members to see and update real-time information.

Sidebar 1. Incident management.

completed shortly after midnight on September
13 (Fig. 7).

The site was joined to the same fiber optic
ring that had served the destroyed office and
began supporting through-service, as the lost
office, on September 15. The site remained
active until October 24, 2001, after permanent
network offices in the area took over the ser-
vices of the WTC office.

An ECV was deployed to the NYPD’s com-
mand center in lower Manhattan on September
12 to provide emergency communications. The
ECV was moved to the North Cove Yacht Har-
bor, adjacent to the WTC disaster site, on
September 21. It provided free telephone service
for the relief workers until October 3, 2001.

NDR DEPLOYMENTS: GALVESTON
ISLAND, SEPTEMBER 2008

NDR’s deployment to Galveston Island after
Hurricane Ike’s landfall on September 13,
2008, was the team’s first response repre-
senting the new, larger AT&T (including the

networks of the former AT&T, SBC, Bell-
South, and Cingular). While it was not a
large activation like the 9/11 response seven
years earlier, it did test and demonstrate the
team’s added responsibilities and capabilities
(Fig. 8).

Team members arrived at Galveston’s
UTMB hospital on September 14 and estab-
lished cell service with a satellite COLT. The
COLT remained in use until September 20,
when the permanent cell site on top of the hos-
pital was repaired and brought back on the air.
A second satellite COLT was deployed on
September 14 to Ball High School in Galveston
to provide cellular service for the Texas
Department of Public Safety Emergency Oper-
ations Center. It was moved to a DPS check-
point on I-45, north of Galveston Island, on
September 21, and remained active until Octo-
ber 1, 2008.

The team set up a command location at an
ATE&T logistics-staging compound in Pasadena,
TX, with five personnel, a small command cen-
ter and two ECVs, They supported the work
being done by other AT&T responders and
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Figure 8. NDR Satellite COLT at UTMB Hospital on Galveston Island, Texas, September 2008,

Special Operations (Hazardous Materials Response)

NDR formed its Special Operations team in 2002 to provide AT&T with the ability to maintain the telecommunications and support
equipment in an office that has been contaminated by chemical, biological, radialogical, or nuclear (CBRN) hazards. The team includes
over twenty-five NDR members who have completed the training to become hazardous materials technicians and who receive ongoing
training each year to maintain their skills and certifications. Twelve members are Telecormn Hazmat Specialists (NortH Carolina Occupa-
tional Safety and Health Education and Research Center) and were the first responders to receive this industry certification.

AT&T wollld activate its NDR Special Operations Team to assess damage to an office (after it was released by governing authorities) that
may have been compromised by hazardous materials. The team would perform the initial reconnaissance of the office and then per-
" form maintenance tasks until the contamination was contained or otherwise remediated. The team could also be called upon to salvage

critical network infrastructure from a contaminated office,

The team is equipped with self-contained breathing apparatus (SCBAs) and a variety of protective stiits, including Level A suits that
fully-encapsulate the responder. NDR joins with AT&T's Environmental Health and Safety (EH&S) organization to-assure that the team
members are well-trained and that they are properly protected during building entries. The EH&S members act as the team's safety offi-
cers, write the event's health and safety plan, and are responsible for the ongoing hazard assessment (determining level of risk and level

of protection the team will need to use in the contaminated hot zane).

Sidebar 2. Hazmat sidebar.

repair crews working in Ike’s landfall area,
helping to increase the speed and capabilities
of the local response. In total, the team man-
aged the deployment of five satellite COLTs
and one satellite COW from Sugar Land to
Galveston Island. The team also provided 24
5.8 GHz microwave radio hops (links) to restore
communications from isolated cell sites on
Galveston Island and the Bolivar Peninsula to
the east.

An additional NDR team was deployed on
September 14 to recover the services of a small
local network office on Galveston Island that
had been inundated by Ike’s tidal surge. A
technology trailer, a command center, an ECV
and a tool/supply trailer arrived at the recovery
site (adjacent to the network office) on
September 16. Local technicians and network
SMEs restored the damaged office’s through-
service early on September 17. NDR turned
the recovery site over to the local workforce on
September 18, 2008; the local AT&T staff
managed the equipment until the office was
fully restored.

The team’s Hurricane Ike response included
elements from all parts of the new AT&T Net-
work — local, wireless, and core network ser-
VICES.

NDR WITHIN AT&T’s NETWORK
EMERGENCY MANAGEMENT PLAN

NDR is only one part of AT&T’s overall Net-
work Emergency Management (NEM) plan. The
NEM structure includes the AT&T Global Net-
work Operations Center (GNOC), regional
emergency operations centers (EOCs), local
response centers (LRCs), other first-in teams
(damage assessment, power/HVAC, etc.), and
logistical, medical, and safety support organiza-
tions. All of the organizations report upwards to
the GNOC. The GNOC's leadership team is
responsible for setting the strategic direction for
all of the NEM organizations’ activities during a
network disaster response.

During a large deployment, NDR would work
closely with LRCs and EOCs to obtain logistical
support and access assistance from government
agencies as the recovery team and its equipment
move into a disaster area. For example, special
access passes may be required to enter an area
under the control of law enforcement agencies.
The AT&T EOC staff would be in contact with
their peers in government EOCs activated for
the response and would be aware of special con-
ditions that could affect the AT&T responders,
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CONCLUSION

AT&T’s Network Disaster Recovery program
provides the company with a predictable and
proven way to respond to the catastrophic loss of
a large network office. The capability is built
upon a unique inventory of network technology
trailers, custom recovery engineering software
applications and a well-practiced team of
employees trained as telecom disaster respon-
ders. The mobilized equipment allows for rapid
deployments that are tailored to a particular
event’s needs. NDR is one of the field teams in
AT&T's overall Network Emergency Manage-
ment program.
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