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Abstract
While Java continues to evolve, its role in support of distributed object computing remains in a flux state. There are many different aspects of Java available to support distributed object computing, including its main features (JDBC, EJB, RMI, etc.) and its ties to DOC technologies such as CORBA. This report puts focus on Java support of distributed object computing, namely large-scale enterprise system that involve the interoperability of clients, servers, databases, COTS and legacy applications over heterogeneous platforms and networks. With evaluations on CORBA, EJB, XML and Java database technologies, this paper explores the development trend of Java technologies with respect to distributed object computing.

1. Introduction and Motivation
Designing and deploying a truly distributed system is a daunting task for the most experienced group of software engineers.  Interaction among various components of large-scale software systems over heterogeneous platforms and networks create complex challenges with which the architects must be able to resolve.  Performance, interoperability, security, and robustness are a must for successful distributed computing. Technologies have been made available to create and implement distributed systems.  Tools such as CORBA (Common Object Request Broker Architecture) and DCOM(Distributed Common Object Model) have offered solutions to build distributed systems, but both require implementations to instantiate distributed object computing.

While the notion of distributed computing is not very new; building distributed architectures over heterogeneous systems proves to still be very complicated.  Java will help to bring order to chaos in this aspect of computing.

Since 1995 Java has emerged as a truly elegant language in many aspects of its implementation. The power of Java has been recognized over the past few years in its adaptation to the Internet, and large-scale client/server systems.  The Java language by nature supports and promotes strong software engineering concepts and object oriented design features. Both of which will greatly empower the developer who designs and deploys a distributed architecture. Many features inherent in Java illustrate its affinity for distributed object computing. Distributed systems require heavy communication between different components and objects across the network. Networking and network communication in Java is much more straightforward than in previous languages such as C++. The approach to component-based development also enhances Java’s attractiveness for developing distributed systems.  Aspects of the language such as remote method invocation and extensions to the language through various API’s and class libraries such as JDBC, and Enterprise JavaBeans to name a few supports distributed object computing.  The buzzwords associated with Java when it first came out prove to be excellent qualities in the language when applied to developing distributed systems.

The versatility of the Java language will provide an optimal tool for building and deploying objects across the enterprise.  Research will illustrate how different aspects of the Java language will support and implement distributed applications, and where they will fit in: server components, communication components, object request brokers, networking, etc.
2. Overview
In this paper multiple aspects of Java are investigated, as well as commercial products/components to determine how each aspect or component supports distributed object computing. Sections 3 to 6 are topics including CORBA, Enterprise JavaBeans, Java database and XML. These topics will encompass server side components, communication protocols, and middleware all relating to Java and its application to DOC. The last section is conclusions and future research.
3. Middleware and Distributed Architectures

1. Overview(RMI, JavaSpaces, CORBA)

At the forefront of Java distributed object computing lie two distinct architectures, CORBA(Common Object Request Broker) and RMI(Remote Method Invocation).  Each fully supports distributed computing across the enterprise but have significant differences in their approach.  Supporting RMI is the RMI API included in Java 1.2.  RMI is a 100% pure Java implementation of distributed computing, and can thus operate only in 100% pure Java environments, that is until the introduction of RMI over IIOP(Internet Inter-Orb Protocol).  Currently RMI is implemented over the JRMP(Java Remote Method Protocol) and because it is focused on Java, there are significant advantages to this architecture.  RMI can pass full objects as arguments and return values, objects can be shipped across the network without extra client code.  Class implementations(behavior) can be moved across the network as well.  

JavaSpaces is a new architecture built on top of Java RMI.  It represents a new approach to building and deploying distributed applications.  It connects distributed objects differently than that of traditional method-call protocol infrastructures such as CORBA and RMI.  This model incorporates new interfaces added on top of RMI;  leases, transactions, and distributed events.  All of which provide additional functionality to simplify building robust, scalable distributed applications.

CORBA is another distributed model used to develop enterprise applications.  CORBA objects have interfaces defined for them using an IDL(interface definition language) which provide other objects an interface with which to interact with the objects even if they are developed on different platforms..  Java support of CORBA includes an idltojava compiler, and Java IDL.  Java IDL is an object request broker(ORB) provided with JDK 1.2. The ORB facilitates the client-server relationship between components and their objects.  All communication between objects throughout the distributed system is facilitated by the ORB, this is what provides the transparency of CORBA.  The ORB comprises all of the communication mechanisms needed to find and identify objects across the system, manage connections of the various components across the network, and monitor the delivery of data.

2. CORBA

CORBA is implemented over IIOP.  IIOP is a mapping of the General Inter-ORB protocol(GIOP).  GIOP is a protocol by  which all ORBs must adhere to in order to be CORBA 2.0 compliant.  This assures that commercial ORBs will be able to interoperate with one another.   New developments in RMI will include its implementation over IIOP.  This will allow RMI systems to communicate with other objects over the network which are not Java objects.  While currently CORBA only supports the passing of objects by reference, this will support objects by value.

CORBA is middleware which facilitates the communication, interaction, and instantiation of distributed objects across the enterprise.  CORBA objects can be implemented in various programming languages.  CORBA maps particularly well to Java due to architectural similarities.  Thus the infrastructure of the technology will be discussed. 

Interfaces defined with IDL allow CORBA objects to interoperate across the enterprise.  Compiled IDL code creates client stubs and server skeletons which map the language independent IDL interface to language specific implementations of those interfaces.  IDL allows interface inheritance, another reason why Java is a good choice to implement CORBA objects.
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As explained previously, the ORB provides all of the bookkeeping work in the system thus granting CORBA its transparency when clients are accessing distributed objects.  The ORB communicates with the objects across the system by handling requests from objects, and invoking those requests on other objects.  When requests are made, and responses are returned, the ORB facilitates the following.  The ORB finds the object being referenced.  The client has no knowledge of where other objects exist, and it is up to the ORB to locate a referenced object.  The client has no prior knowledge of the type of component it is attempting to communicate with.  The ORB ensures a particular object’s implementation is managed correctly.  The ORB also guarantees that the object being referenced will perform the operation requested.[51]  Parameters sent to objects, and return values sent back are put into a special form for transfer over the wire.  The process of packing and unpacking parameters for traveling across the network is known as marshaling.  


Included in the CORBA standard is a number of object adapters.  Object adapters interface a component’s implementation with its ORB.  Object adapters render a common set of operations for accessing an ORB and its methods.  The object adapters connect CORBA objects and the ORB itself.  The adapter maps the interface of a called object to the expected interface of the client.  Object adapters allow components to invoke methods on other objects without specifically knowing the objects’ interface.  This provides another level of transparency when working with objects, and also ensures to keep the ORB component as simple as possible.  Object adapters register CORBA objects and create object references to those objects.  They also activate objects if a request has been made and an object is currently inactive.


To create true enterprise-class distributed applications CORBA requires significant added functionality.  The OMG provides interfaces for the added functionality via CORBAservices and CORBAfacilities.  CORBAservices provide additional horizontal functionality with a host of services.  While it is beyond the scope of this paper to go in-depth about each service provided, the services offered are listed as follows: concurrency control service, event service, externalization service, licensing service, life cycle service, naming service, object trader service, persistent object service, property service, query service, relationship service, security service, and time service[51].  The preceding services offer horizontal functionality needed to create robust and scalable distributed applications.


CORBA facilities provide additional horizontal functionality through user interface facilities, information management facilities, systems management facilities, and task management facilities.  Vertical facilities intended for unique requirements in certain markets are also available.

CORBA has been around for almost a decade has become an industry standard for building enterprise-wide systems.  New additions to the language include the ability to pass objects by value.  However, due to the open platform nature of CORBA, even that will have its limits since different objects may be implemented in different languages.

3. Java RMI

Java RMI is Sun’s solution to Java-to-Java distributed computing.  RMI is a three-layer architecture consisting of client side stubs and server side skeletons, remote reference layer, and the transport layer.  The transport layer facilitates connection set up and management, as well as remote object tracking.  The boundaries at each layer are defined by a specific interface and protocol.  Each layer can be replaced by an alternate implementation without affecting other layers in the system[10].


RMI has a significant advantage over CORBA with its ability to pass objects by value.  This allows full objects to be passed as arguments and return values. Complicated data structures can be sent over the wire[6].  CORBA would require those complex data structures to be first decomposed into simpler data types.    By moving class implementations from client to server and vice versa RMI gives the distributed application the ability to pass not only data but behavior as well.  This allows remote invocations to be processed locally.  Again another shortcoming of CORBA, requiring remote method calls to be processed by the remote object.  

Building a distributed application in RMI is a four-step process.  First interfaces must be defined for remote objects. Implementations must then be created for those objects. Run rmic on the remote implementation classes and make the code network accessible[10]. 
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Sun has added three new interfaces which are built on top of the current Java RMI API.  These interfaces provide new techniques to build distributed applications.  Leasing, Transactions, and Distributed Events are interfaces built on top of Java RMI to implement next generation distributed applications[11].


Leasing solves the problem maintaining various objects distributed across the enterprise.  Java objects negotiate and establish contracts with each other for the use of resources.  This additional functionality allows the system to react to network failures, and a host of other problems associated with distributed.  Reliability of the system is increases.


Transactions support consistency over a set of operations between participating objects.  This allows operations to be grouped to guarantee the completion of all operations in a group, or none.  Transactions promote consistency over a group of operations.


Distributed events allow objects to register to be notified when state changes of other objects occur.  This takes the idea of event-based programming in a single environment to a distributed level, enabling new kinds of reliable, event-based services to be introduced into distributed applications.


4. JavaSpaces

A new technology built on top of RMI and introduced by Sun is JavaSpaces.  JavaSpaces is a new approach to building distributed applications.  JavaSpaces offers a unified mechanism for dynamic communication, coordination, and sharing of objects between Java-based network resources.  There is no need to track client, server, or intermediate association of objects by requestor or provider.  Full objects can be stored as entries in the space.  JavaSpaces can be 

integrated with existing software infrastructures.  The environment decouples the providers and requestors of network services by providing a single space in the system for sharing, communication, and coordination.  The space acts like a dynamic marketplace for distributed objects.

JavaSpaces participants communicate by exchanging groups of objects called entries.  

Entries are put into a space using a write command.  Entries can be examined by using read and take commands.  JavaSpaces notifies participants in the system when an entry is added to the space which matches specific criteria.  This gets rid of the need for polling.  


JavaSpaces provides a simplified programming interface, easier development using less code, a unified interface for sharing, communication, and coordination of objects, legacy interoperability, object behavior and data storage, asynchronous communication, multiple implementations, and transparency for users of the system.  


JavaSpaces addresses two main issues in distributed computing; distributed persistence and distributed algorithms[16].  Distributed persistence is the ability to store related objects and retrieve them based on value-matching lookup for specific attributes.  Distributed algorithms offer a different approach from method-call architectures like CORBA and RMI.  Algorithms can be modeled as a flow of objects between participants.  Protocols are based on the movement of objects in and out of the JavaSpaces implementation.


JavaSpaces offers a unique approach to building distributed applications.  It claims to offer robust and scalable distributed applications in an easier environment to develop for.  

4. Java and XML

With publishing of XML (Extensible Markup Language) 1.0, XML has been foreseen as the next important Internet technology, and the natural and worthy companion to the Java programming language. This aspect has been summed up in the slogan,  "XML is portable data, and Java is portable code".

1) What is XML?

XML stands for 'Extensible Markup Language' and it is a subset of SGML. With it you can define a document structure using a special grammar called a Document Type Definition (DTD) and add markup to show the structural units in a document[19]. Though sometimes XML is seen as the future of HTML, XML is essentially different from HTML. Actually, HTML is one of SGML DTDs. Any of HTML documents must conform to the constraints defined by this DTD. On the other hand, XML is a metalanguage to let you design your own markup language - DTD. A regular markup language defines a way to describe information in a certain class of documents. XML lets you define your own customized markup languages for different classes of documents.

The XML 1.0 standard was approved and published by the World Wide Web Consortium (W3C) on February 10, 1998[20]. An XML document consists of two main logical blocks: prolog and element. Prolog specifies the version of XML being used; the document type declaration within prolog provides a grammar for a class of documents. This grammar is known as a document type definition, or DTD. Each XML document contains one or more elements, which are delimited by star- and end-tags and nest properly within each other. The element, no part of which appears in the content of any other element, is called the root (or document) element. Each element may be associated a group of attributes. Following is part of XML BNF:

document ::= prolog element Misc*

prolog ::= XMLDecl? Misc* (doctypedecl Misc*)?

element ::=EmptyElemTag | Stag content Etag

content ::= (element | CharData | Reference | CDSect | PI | Comment)* 

An XML document is well-formed if it matches the production 'document'. The minimum well-formed XML document contains one element. An XML document is valid if it has an associated document type declaration and if the document complies with  the constraints expressed in it.

XML is a low-level syntax for representing structured data. You can use this simple syntax to support a wide variety of applications. Generally speaking, itself doesn't support semantic description of data, but XML DTD does. W3C are developing a series of DTDs. HTML is being redeveloped as a suite of XML tag sets so that, although documents will still be marked up using HTML, this will conform to the rules of XML. MathML[21] is intended to facilitate the use and re-use of mathematical and scientific content on the Web, and for other applications such as computer algebra systems, print typesetting, and voice synthesis. To enable simple authoring of TV-like multimedia presentations such as training courses on the Web, W3C has designed the Synchronized Multimedia Integration Language (SMIL)[22]. At mean time, a great deal of proposals and products of XML DTDs are bursting out in a wide range of application. Various groups of companies within a specific industry are working together to define industry-specific markup languages based on XML.

2) Core XML Standards

The Document Object Model (DOM)[23] is a platform- and language-neutral application programming interface (API) for HTML and XML documents. It will allow programs and scripts to dynamically access and update the content, structure and style of XML documents. The document can be further processed and the results of that processing can be incorporated back into the presented page. DOM is an object model, which turns a document into a set of objects which are organized logically in a tree-like structure. DOM maintains the property of structural isomorphism, which requires any DOM implementations must create the same structure model while they create a representation of the same document. As an object model, the DOM identifies:

· The interfaces and objects used to represent and manipulate a document

· The semantics of these interfaces and objects - including both behavior and attributes

· The relationships and collaborations among these interfaces and objects

The DOM currently consists of two parts, DOM Core and COM HTML. The DOM Core represents the functionality used for XML documents, and also serves as the basis for DOM HTML. The DOM Level 1 specification contains the complete OMG IDL and the complete Java binding for the Level 1 DOM definitions. The Java binding includes 1 Java abstract class and 73 Java interfaces, in which 1 class and 17 interfaces are for DOM Core and 56 are for DOM HTML.

Along with the development of XML, the XSL[24] and the Xlink[25] are developed. The XSL, Extensible Stylesheet Language, is a language for expressing stylesheets. It consists of two parts: a language for transforming XML documents, and an XML vocabulary for specifying formatting semantics. Xlink specifies constructs that may be inserted into XML resources to describe links between objects. A link represents explicit relationship between two or more data objects or portions of data objects. Links in Xlink may be very complicated. The following information can be associated with a link and its resources:

· One or more locators to identify the remote resources participating in the link; a locator is required for each

· Remote resource

· Semantics of the link

· Semantics of the remote resources

· Semantics of the local resource, if the link is inline

Obviously, links in Xlink have two main characteristics: multiple relationship and semantics.

3) Portable Data / Portable Code

XML and Java technologies have many complementary features. XML can clearly define data and documents in an open and neutral manner. On the other hand, the Java platform offers a homogeneous computing environment with portable code. Together, XML and Java technologies allow enterprises to apply Write Once Run Anywhere fundamentals to the processing of data and documents.

Sun Microsystems' vision for XML and Java technologies is "to provide a platform that embodies portable data and portable maintainable code to produce platform-independent standards-based applications."[26] Sun Microsystems promises to incorporate XML into Java platform standard extension. Java Project X Technology Release 1 delivers basic functionality to read, manipulate, and generate XML text. The XML standard extension will conform to the XML 1.0 specification and will leverage existing efforts around Java platform APIs for XML technology, including the W3C DOM Level 1 Core Recommendation and the SAX 1.0 API.

JXML Inc. provides a set of development environment for XML application. Its MDSAX[27] (short for Multi-Document Simple API for XML) is a set of tools for working with Java SAX parsers and parser filters. The SAX (Simple API for XML) is a standard for communications between Java XML parsers and Java. When an XML document is delivered to the the SAX, the SAX may produce 4 types of events: 

· Document events

· DTD events

· Error events

· Entity events

In turn, these events are transferred to an XML application. Upon this event-based model, XML applications can read, manipulate, and generate XML text. SAX makes no assumptions about building document trees or performing transformations. SAX is a foundation protocol intended to facilitate low-overhead communications between parsers and applications. MDSAX is a set of tools for organizing, managing, and directing sophisticated SAX processing of XML documents. Using MDSAX, applications can work with multiple document types and can support some of the more sophisticated features of XML processing, like namespaces, Xlink linking, XSL transformations, and architectural forms.

In addition to providing integrated developing and running environments for XML, another significant effort on synergy of XML and Java is to express Java Class and Bean metadata as XML documents and convert reversibly Java Object Streams from XML documents while maintaining type safety. The IBM BeanML[28] language can be used to create new beans, access, and configure beans by setting/getting their properties and fields, bind events from some beans to other beans, and call arbitrary methods in beans. Bluestone Software’s XwingML comes with a standard DTD that defines the entire Swing/JFC set of classes and properties as well as providing support for all Swing/JFC Listeners. Complete with sample templates for a wide variety of GUI interfaces (menus, frames, and dialogs), users simply author XML documents and XwingML read and dynamically creates the Java GUI.

4) Overall, Java and XML are natural companions, because:

· XML’s markups and character data are encoded in Unicode and Java intrinsically supports the Unicode standard.

· XML is network version of SGML and Java is network-oriented.

· XML structures map easily to Java object structures.

· Both Java and XML are portable across platforms.

· Many XML components are already available for Java, from parsers to XSL and Xlink engines.

· Many of the core standards for processing XML are developed with Java in mind, i.e. SAX, DOM, etc.

· Frameworks for Java XML development like MDSAX are readily available.

5. Java Database Support

In a distributed object-oriented system, Java database support should be capable to integrate Java applications with heterogeneous DBMS. Currently developers have a number of choices to program Java databases, including (1) JDBC, (2) SQLJ and (3) ODMG Java Binding.

1. A call-level interface: JDBC

JDBC was intended to allow Java developers to quickly start working with the pervasive relational database technology. It was designed also to be a base upon which to build higher-level interfaces and tools. JDBC 2.0 API is the latest update from Sun. It has two main components: the Core API and the Standard Extension. The new features supporting DOC included in the Core API are [36]:

· SQL3 data type support (SQL types ARRAY, BLOB, CLOB, STRUCT, and REF) 

· Custom mapping of SQL3 user-defined types to Java classes 

The new features included in the Core API are:

· Rowsets

A rowset is a JavaBeans component; it can be created at design time and used in conjunction with other JavaBeans components in a visual JavaBeans builder tool to construct an application.
· Establishing Database Connections Using DataSource Objects and the Java Naming and Directory InterfaceTM (JNDI)
A DataSource [36] object is a factory for Connection objects. An object that implements the DataSource interface will typically be registered with a JNDI service provider (JNDI).

· Connection Pooling

A connection pool is a cache of open connections that can be used and reused. A PooledConnection [36] object is a connection object that provides hooks for connection pool management.  
· Distributed Transactions
Support for distributed transactions allows a JDBC driver to support the standard two-phase commit protocol used by the Java Transaction API (JTA). This feature facilitates using JDBC functionality in Enterprise JavaBeans components [37].

.
Current JDBC strategies can be divided into the following three basic approaches:

· Type 1: client-centric (2-tier) architecture

Figure 1: Two-tier JDBC

· Type 2: client-server, distributed JDBC architecture

Figure 2: Client-server JDBC server

· Type 3: a multi-tier distributed object JDBC architecture that uses distributed object framework, such as EJB, CORBA or DCOM


Figure 3: Multi-tier JDBC server

Currently there are many commercially available JDBC Driver implementations. DataBroker [38] is the JDBC driver from I-Kinetics, which utilizes CORBA to implement the critical capabilities required by multi-tier enterprise application. By basing a 3-tier JDBC driver on CORBA, the DataBroker can become an assembly of collaborating components rather than a single, large application residing on one server. Using IDL, developers can describe a CORBA-compliant specification to JDBC server objects and then implement them using Java. The server objects can then be made available over the network using IIOP and reused by other applications [39]. This way, I-Kinetics DataBroker implements the JDBC service with additional capabilities such as multi-threaded data streaming and load-balancing. DataBroker provides multi-platform, multi-database and legacy support. 


2. An embedded SQL interface: SQLJ

Oracle, IBM and Compaq’s Tandem Division saw Java's lack of SQL support as a serious challenge for enterprise applications and form a consortium to define the SQL Java standard. In December 1998, this specification called SQLJ was accepted as ANSI standard.  

SQLJ is a language that embeds static SQL in Java in a way that is compatible with Java's design philosophy. While JDBC requires that the SQL statements be passed as Strings to Java methods, SQLJ preprocessor allows a programmer to instead mix SQL statements directly with Java. The SQLJ preprocessor then translates this Java/SQL mix into Java with JDBC calls. 

#sql { UPDATE TAB SET COL1=:x WHERE COL2>:y AND COL3<:z };

Code Example 1: A SQLJ Statement

SQLJ features include:
· SQLJ is built above JDBC but does not replace JDBC. A compiled SQLJ application is standard Java bytecode which can run wherever a Java VM, the SQLJ runtime, and a JDBC driver are available.   

· SQLJ translator performs SQL syntax-checking, schema-checking, and type-checking at translation time. 

· At runtime, a SQLJ application communicates with a database through the SQLJ runtime library, which is a thin layer of pure Java code above a JDBC driver.
· SQLJ provides embedded SQL syntax including transaction management, queries, DDL statements, DML statements, and stored procedure and function calls.  

· SQLJ offers increased portability [40]. SQLJ applications were designed to be vendor-independent: First, the SQLJ syntax is designed to be database-neutral, and the SQLJ translator makes minimal assumptions about the SQL dialect. Second, the consortium members share a common SQLJ translator reference implementation. Third, the SQLJ-generated code and runtime are standard. 


Oracle has implemented SQLJ directly into Oracle8i and extended standard SQLJ functionality in multiple respects. The extensions include:

· Support BLOB (binary LOB), CLOB (character LOB), and BFILE (read-only binary files stored outside the database). [41]

· JPublisher provides Java class mapping corresponding to Oracle8i object types and REFs. [41]

· The Oracle8i RDBMS is tightly integrated with the Oracle8i EJB server. This enables Enterprise JavaBeans running in the database to use JDBC or SQLJ to access persistent data. [42]

· Support access to the proprietary language Oracle's PL/SQL. 

· Oracle’s Java development tool, JDeveloper, has complete support for authoring and debugging SQLJ programs. 

In conclusion, Java programmers may access a database using either JDBC or SQLJ. JDBC alone is sufficient but has two weaknesses:

· The code is lengthy and cumbersome, making complicated queries inconvenient.

· Errors within SQL statements are not caught until runtime.

SQLJ solves both of the issues:

· SQLJ allows SQL operations with Java host variables to be embedded directly into SQLJ statements, making the code much more concise and convenient.

· The SQLJ translator checks SQL syntax and semantics and also checks the queries against the database, letting programmers catch SQL errors in development time.

However, JDBC and SQLJ should be viewed as complementary technologies because:

· SQLJ uses JDBC to communicate with databases at translation and runtime.

· JDBC is required for dynamic SQL, where SQL operations are determined at runtime.

· SQLJ code and JDBC code can be intermixed within the same program conveniently.

Here is the example showing how SQLJ and JDBC can interoperate in one program.
import java.sql.*;
import sqlj.runtime.ref.DefaultContext;
import oracle.sqlj.runtime.Oracle;

public class JDBCInterop 
{
// in this example, we use an iterator that is inner class
#sql public static iterator Employees ( String ename, double sal ) ;

public static void main(String[] args) throws SQLException 
{
if (args.length != 1) {
System.out.println("usage: JDBCInterop ");
System.exit(1);
}

/* if you're using a non-Oracle JDBC Driver, add a call here to
DriverManager.registerDriver() to register your Driver
*/

// set the default connection to the URL, user, and password
// specified in your connect.properties file
Oracle.connect(JDBCInterop.class, "connect.properties");
Connection conn = DefaultContext.getDefaultContext().getConnection();

// create a JDBCStatement object to execute a dynamic query
Statement stmt = conn.createStatement();
String query = "SELECT ename, sal FROM emp WHERE "; 
query += args[0];

// use the result set returned by executing the query to create
// a new strongly-typed SQLJ iterator
ResultSet rs = stmt.executeQuery(query);
Employees emps;
#sql emps = { CAST :rs };

while (emps.next()) {
System.out.println(emps.ename() + " earns " + emps.sal());
}
emps.close();
stmt.close(); 
}
}
Code Example 2: Interoperability of JDBC and SQLJ

3. ODMG Java binding

Some common ways to implement object persistence under Java include text or binary files, object databases and relational databases. Persistence to flat files is generally not acceptable. Object databases provide direct persistence for Java objects but are not as widely used or supported as relational databases. Currently the ideal solution to implement business object persistence for robust commercial applications is still via relational databases.

Java objects are not naturally fit for the two-dimensional tabular structure of relational databases. Java objects cannot be directly saved to or retrieved from relational databases. Java developers working on applications that access relational databases are forced to write massive conversion routines using two different languages, SQL and Java. This is called the “Impedance Mismatch” [43] between Java objects and relational databases. ODMG 2.0 Java Binding standard is an efficient way to overcome the “Impedance Mismatch” problem. 

A principle of ODMG Java binding is persistence by reachability [44], that is, objects will become persistent when they are referenced by other persistent objects in the database and will be removed when they are no longer reachable in the manner. The ODMG Java Binding supports database transparency, which means that the application developer’s persistent Java class and the database schema are one and the same. At runtime, the ODMG-compliant database software provides a directly mapping between the database and an object cache it manages in the application memory. As the Java application navigates among objects, those objects are transparently mapped into the cache. The database tracks the modified objects and write them back to the database at the transaction commit time [45]. It should be clear to see ODMG Java Binding fits perfectly into three-tier or multi-tier architecture [46]. Business logic may be distributed between client and middle tier application server in the manner that best serves the application’s goal. The application server provides Java object management and object cache. Data is stored or fetched from a database server sitting at the backend. ODMG Java Binding runs on the application server, where it provides fast, efficient Java object storage. 

Figure 4: Java Binding Deployment

The ODMG Java Binding standard includes three components [43]. The Java Object Definition Language (ODL) is a database schema definition language used to define the specifications of Java object types that conform to the ODMG Object Model. A simple Java ODL scheme could be like this:
/* person.odl */

struct Person {
  char name[32] (index[], unique[], notnull[]);
  int age (index);
  Person *spouse (inverse<Person::spouse>);
  Person *father;
  set<Person *> *children (inverse<Person::father>);
  set<Car *> cars (inverse<Car::owner>);

};

struct Car {
  char mark[32] (index[]);
  int num (index);
  Person *owner (inverse<Person::cars>);

};
Code Example 3: Java ODL
The Java Object Manipulation Language (OML) is a set of classes and other constructs that are added to the Java environment to support the ODMG object model with collections, transactions and databases. The developer can perform transaction and database operation through standardized Java classes for these functions. The binding also supports the standard JDK 1.2 collection classes.


Java Object Query Language (OQL) is completely natural to Java programmers, since they get back Java objects, rather than tables. Also, OQL queries can invoke Java methods, and methods can call queries interchangeably in a seamless, flexible working environment.
Sun has endorsed the ODMG Java Binding and developed its own ODMG-compliant product, called Java Blend [47], which implements the Java Binding on relational databases. Java Blend makes it easy for developers to build business application s that integrate Java objects with enterprise data. Another two commercial products implementing ODMG Java Binding are:

(1)Visual BSF ™ (VBSF) [48] is an all Java object-relational framework that enables Java objects to be persistent to relational databases. The distributed version is a middleware product that allows developers to deploy persistent objects in a distributed (3-tier) configuration. The current distributed version is based on RMI.

·  No need to pre-processing code, post-processing byte code, forcing the use of a base class, or extending persistent classes. 

· VBSF is designed to easily integrate with most existing legacy databases. VBSF also provides specific support for many major database products.

· In-memory queries are queries that are processed directly from a cache without accessing the database. Currently, in-memory queries are only utilized in client caches. 
(2)POET’s Object Server 5.0 [49] is an object database management system for complex data application. POET's Java SDK and SQL Object Factory adds distributed and enterprise critical feature:

· A POET database is actually two databases, the database and the dictionary. The dictionary and database are automatically created when the programmers call the POET Java pre-processor.
· SQL Object Factory is able to transparently and automatically map object classes into relational database tables. POET's Java SDK and SQL Object Factory support advanced features of ORB support, nested transactions, object level locking, and flexible concurrency control. 

· A deployment may be a 'Ultra-Thin' client combined with an OMG-compliant CORBA middleware service to enable true distributed computing, with application servers and distributed business objects. 
6. Enterprise JavaBeans


More and more developers want to write distributed transactional applications for enterprise and leverage the speed, security and reliability of server-side technology. Enterprise JavaBeans provides a standard server-side component model [31] for multi-tier applications.  Enterprise JavaBeans defines distinct roles in dealing with enterprise application lifecycle. Enterprise JavaBeans allows for fast focus-on-business development of enterprise applications, customizable deployment and administration.  Enterprise JavaBeans saves time and effort of application developers by separating component level APIs from the concerns of lower level system programming.  Enterprise JavaBeans container and server providers are responsible for providing transaction, security and persistency supports as well as multithreading, resource pooling and other low-level facilities.

1. Enterprise JavaBeans as standard server side component model [31]

Enterprise Beans are components of distributed transaction-oriented enterprise applications.  Enterprise Beans are created and managed at runtime by a container.  Enterprise Beans can be customized at design and deployment time using the container’s tools. The container implements facilities to mediate client access to the enterprise Beans.

The EJB platform consists of several standard APIs that provide access to a core set of enterprise-class infrastructure services. The set of services are implemented on different platforms using different products and technologies. The EJB APIs provide a common interface to the underlying infrastructure services to enable portability, platform-neutral and vendor-neutral environment, allow integration of existing services, and promote industry acceptance.


Enterprise JavaBeans supports “Write Once, Run Anywhere” (WORA) portability.  100% pure Java clients can always invoke Enterprise JavaBeans methods no matter where the Beans are located and how they are implemented.  Enterprise Beans can run on any EJB compliant application server.  Enterprise JavaBeans can be deployed over a cluster of EJB servers to take advantage of the computing power and services provided by each server.  Enterprise JavaBeans act like clients when requesting services from other enterprise JavaBeans and applications.

Enterprise JavaBeans technology makes it possible to develop portable multi-tier applications with heavy-duty servers and thin-clients.  The applications may have Beans wrapping various databases, providing interface to legacy applications, and implementing additional business functions.  The clients are very thin GUI software for interacting with users, requesting services from servers and presenting results.  Enterprise JavaBeans multi-tier application model’s support for interoperability is ideal for serving critical demands of enterprise computing.

By moving business execution to servers, the EJB multi-tier applications can be centrally managed and monitored.  The organization-wide network provides improved performance over the traditional fat-client client/server model.  The maintenance and upgrading of the applications can be carried out well in-control.  New versions of clients can be easily deployed.  Automatic upgrading feature can be built into the clients to enable pushing new versions in a timely manner.

The applications sustain server changes, network topology changes and deployment policy changes as long as the infrastructure supports Enterprise JavaBeans.  The applications can also be customized to fit changing needs of the organizations or to be adopted by other organizations.

2. Enterprise JavaBeans Roles

Enterprise JavaBeans 1.0 specification defines six distinct roles in the application development and deployment workflow.  Each role may be performed by a different party.  In some cases, a single party may perform several roles.  For example, most container providers are also EJB server providers.
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1) Enterprise Bean Provider – An enterprise Bean provider is an application domain expert.  The product of an enterprise Bean provider is reusable enterprise Beans components, which are packaged in an ejb-jar file.

2) Application assembler – An application assembler is an application domain expert.   The application assembler creates applications or new enterprise Beans by using enterprise Beans’ remote interface and home interface.

3) Deployer – A deployer is an expert at a specific operational environment.  A deployer is responsible for deployment of enterprise JavaBeans.  A deployer uses tools provided with the EJB servers to customize the business logic of the enterprise JavaBeans, map security roles assumed by the enterprise Beans and modify the attribute settings of the enterprise JavaBeans.

4) EJB server provider – An EJB server provider is a specialist in the area of distributed transaction management, distributed objects, and other lower-level system services. Typically, an EJB server provider is an OS vendor, middleware vendor or database vendor.

5) EJB container provider – An EJB container provider is a specialist in system-level programming.  The container provider insulates the enterprise Bean from the underlying EJB server by providing a simple and standard API between the enterprise Bean and the container.  

6) System Administrator – A system administrator uses tools coming with the EJB server to monitor and manage the enterprise Beans.

3. EJB contracts

EJB specifies contracts to ensure that the product of each role is compatible with the product of the other roles. EJB specifies standard APIs for client’s view contract, component contract and ejb-jar contract. 

1) Client’s view contract is between a client and a container. It includes the obligations, such as object identity, object creation, object locating and business method invocation, that are to be fulfilled by the enterprise Bean provider and the container provider collaboratively.

2) Component contract is between an enterprise Bean and its container. It includes enterprise Bean instance’s view of its life cycle, runtime environment and services provided by the container for the enterprise Beans.

3) ejb-jar is a standard format used by EJB tools for packaging enterprise Beans with their declarative deployment information. It includes a manifest file, Java classes for the enterprise Beans, deployment descriptors and runtime environment requirement properties.

The following is an example showing a Trader Bean
public interface TraderHome extends EJBHome {

  Trader create() …

}
public interface Trader extends EJBObject {

  public TradeResult buy ( ... ) ...

  public TradeResult sell ( ... ) ...

  public double getStockPrice(String stockSymbol) ...

}
public class TraderBean implements SessionBean {

  public void ejbRemove() throws ... { ... }

  public void ejbActivate() … { … }

  public void ejbPassivate() ...

  public void setSessionContext(SessionContext ctx) ...
  public void ejbCreate () ...
  public TradeResult buy( ... ) ...

  public TradeResult sell( ... ) ...

  public double getStockPrice(String stockSymbol) ...
}
where TraderBean is the enterprise Bean, Trader is the remote interface, and TraderHome is the home interface.  Each create method in TraderHome has a corresponding ejbCreate method in TraderBean. They are invoked by clients to get a reference to an enterprise Bean instance before the business method can be called.  Each business method in Trader has a corresponding method in TraderBean.  Besides these methods that build the enterprise Bean’s client’s view contract, other methods in TraderBean forms the enterprise Bean’s component contract for persistence and state management.


The container implements the interfaces TraderHome and Trader, and delegates all method invocations to TraderBean instances.  The implementations are basically container-side skeletons compliant with Java RMI specification.

4. EJB types and Beans’ lifecycle

There are two types of enterprise Beans: [Pawlan 1999;Matena et al. 1998;Thomas 1998]

1) Session Beans are objects executing on behalf of a single client. Session Beans are short-lived and do not survive EJB server crashes. Session Beans can be transactional. Session Beans can access shared persistent data sources but do not represent the data sources. A typical EJB server and container provide a scalable runtime environment to execute a large number of session Beans concurrently.

Session Beans can be stateful or stateless. A stateful Session Bean instance is created on demand when a client invokes a create method of the Bean’s home interface. 
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The client obtains a reference to the remote interface of the instance.  The instance is removed when the client invokes remove method of the Bean’s remote interface. 

A stateless Session Bean does not contain state variables, therefore the container may create a pool of instances and choose any of them per each business method invocation. [image: image4.png]newlnsancet)
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Stateless Session Bean must have a single create method with no arguments.  Stateless Session Beans are more scalable and allow the container to manage resource more efficiently.  However, the clients may have to implement mechanism to manage the sessions. 

2) Entity Beans are persistent objects representing data in the database. Entity Beans are shared by multiple users. Entity Beans are transactional. Entity Beans can be long-lived and [image: image5.png]L newlnsiance) . unsetEatityContex()
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survive EJB server crashes. A crash is transparent to the client. A typical EJB server and container provide a scalable runtime environment for a large number of concurrently active entity Beans. 

Entity Beans are stateless and can be pooled by the container.  The container may choose whichever instance to serve the business method invocation from clients.  Enterprise Beans provider may either implement Bean-managed persistence or let the container to synchronize the Bean and the underlying database.

5. Services provided by EJB containers

1) Support for Transaction


EJB supports flat transactions modeled after OMG OTS [32].  EJB transaction support is through JTS API – Java’s mapping of OTS.  EJB servers support declarative transactions and implement demarcation mechanisms for the defined types of declarative transactions. EJB servers also support limited Bean-managed transactions.  A transaction may be started by a client or the Bean itself.  The container may also start a transaction automatically for an enterprise Bean.  The declarative transaction management is controlled by a transaction attribute associated with each enterprise Bean.

2)   Support for Distribution 
EJB support for distribution is through Java RMI API. Java RMI API allows a client to invoke an enterprise Bean object using any distributed object protocol, such as Java native JRMP and the industrial standard IIOP protocol.  Java RMI API makes access to an enterprise Bean object location transparent to a client programmer.  The companion EJB-CORBA mapping specification [29] defines the standard mapping of Enterprise JavaBeans to CORBA to enabled enhanced network interoperability.

3)   Support for Security

EJB adds additional support to the existing Java programming language security API [30].  The container provides the enterprise Beans with the identity of the caller.  The enterprise Beans provider may decide to implement security mechanism in the Bean.  EJB security attributes may be declarative, in which cases EJB servers are responsible for enforcing the declared and customized security.  EJB supports both user-based and user-role-based access control.
8. Conclusions and Future Research

CORBA, RMI, and JavaSpaces offer distributed solutions through different approaches.  Not one technology is the best solution for all distributed computing solutions.  Different requirements will require different approaches.  Each technology suits different needs, and the underlying functionality of the system will dictate which approach to use.

Enterprise JavaBeans components are truly portable across EJB-compliant application servers.  EJB applications are highly independent of the platforms, protocols and middleware infrastructures.  EJB applications are highly customizable and scalable.  EJB technology built-in transaction, persistence and security features are critical to enterprise computing.  Enterprise JavaBeans technology is backed by major application server vendors such as IBM, BEA, Sun, Oracle, etc.    EJB is also supported by major development tool vendors such as Borland and Symantec.  EJB technology opens a new arena for enterprise application development.

Future research of Java support in supporting of distributed object computing:


1. Continued investigation into other distributed architectures such as Jini, and extensions made to the Java language should be further explored.  Evaluation of real-world solutions, and further developments in each of the technologies discussed should be monitored as well.

2. Enterprise Java platforms

Modern database servers have been evolving to adapt to more complicated data application. Oracle8i is a typical example of these new platforms, which not only provide database service, but also integrate support for Enterprise JavaBeans, CORBA services and Java development tools. They will play an important role in Java database support for distributed enterprise computing.

3. Object database systems 

The most powerful and natural option is a truly object oriented database management system (ODBMS) that allows easy storage of Java objects. ODBMS need to be flexible, scaleable, and reliable. And it needs to provide features such as multi-user/concurrent access, queries, user authorization, and so on. 


4. Enterprise JavaBeans

This research is based on Enterprise JavaBeans specification 1.0.  The current specification version defines the standard APIs between EJB providers and EJB containers.  It also includes limited Bean-managed features.  In the future release, the interface between EJB containers and EJB servers may be specified.  Advanced programmers may have more choices to leverage the power of the facilities provided by the servers.
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Appendix

A. Group members

Team members and topics are:



Walter McClure:  CORBA and RMI



Chenzhong Wang: EJB



Xu Ma: Java and database support



Wei Lin: XML and Java

B. Component breakdown
(1) Middleware and Distributed Architectures
1. Overview – Introduce RMI, JavaSpaces, CORBA

2. CORBA – Examine the infrastructure of technology and how it fits into Java and DOC

3. Java RMI – Innerworkings of API as well as extensions to the technology

4. JavaSpaces – Sun’s new distributed environment provides new approach to build distributed systems
 (2) XML and Java
1) XML is the technology of choice for exchanging structured information over the Internet, Intranets and Extranets. Web-based commerce, enterprise application  integration and software system design are now set to take advantage of the many benefits of XML.
2) DOM, a standard API for XML

3) Portable data / portable code
 
(3) Java database support
1) JDBC provides database access via Java that's independent of both the platform and the database host system the application runs on.


2) SQLJ is a language that embeds static SQL in Java in a way that is compatible with Java's design philosophy.

3) ODMG Binding for Java is a technology available today for Java object storage.
 (4) Enterprise JavaBeans
1) Enterprise JavaBeans as standard server component mode

2) Roles in Enterprise JavaBeans development and deployment workflow

3) Enterprise JavaBeans contracts

4) Enterprise JavaBeans types and lifecycle

5) Persistence, distribution, transaction and security
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Figure:  Client invoking method on remote object.  While the method is invoked from the client, it is up to the remote object to process the request and return any return values from the operation
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